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Problem 3.1: Prove that

I(X;Z|)Y) = Qmin D(Pxyz||Qxvyz)

XY Z

where the min is over all Qxyz s.t. X =Y — Z and where [(X; Z|Y") is computed based on
Pxyz

Problem 3.2: Let I(Px, Py|x) denote I(X;Y) when (X,Y) ~ Py|x X Px. Assume there is
a P such that supp, I(Px, Py|x) = I(P%, Py|x) and let P§. = Py|x o Py. Then, prove that
for all Px and Qy we have

D(Py|x||Py|Px) < D(Py|x||Py|Px) < D(Pyx||Qy|Px)

Problem 3.3: Use the result in Problem 3.2 to prove that

max [(X;Y) = maxmin D(Py x||Qy|Px) = minmax D(Pyx[|Qy|Px)
Px Px Qy Qy Px

Problem 3.4: Assume X = {X;}?, are i.i.d. Gaussian with E[X;] = m and E[(X; —m)?] =
o2, where both m and o are fixed and deterministic. Show that

T(X) = % zn: X,
=1

is a sufficient statistic of X for m.

Problem 3.5: Consider problem 3.4, but assume now that X; = M+ Z; where M is Gaussian
with E[M] = 0 and E[M?] = 1, and {Z;} are zero-mean i.i.d. Gaussian independent of M
and with variance o2. Prove that

T(X) = % f: X,
=1

is a sufficient statistic of X for M by demonstrating that I[(M;X) = I(M;T).

Problem 3.6: Assume that X and Y are jointly Gaussian with E[X] = E[Y] =0, E[X?] =
E[Y?] =1 and E[XY] = p. Consider the information bottleneck problem

inf (I(X;T)—X[(Y;T))
Pr|x
for Y — X — T. Characterize analytically the optimal kernel ij‘  for this problem, as well

as the corresponding points (I(X;7T),I(Y;T)) on the information curve. You can use without
proof the fact that the optimal kernel results in (Y, X,T') being jointly Gaussian.



