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Problem 6.1: Prove that if Pgjzn is € stable, then it is £ information stable for any .

Problem 6.2: Prove that if Pr(X € [a,b]) = 1 for —co < a < b < oo then X is o2-sub-
Gaussian with 0% = (b —a)?/4

Problem 6.3: Let g(S, Z2") = Lo(S) — Lz (S). Assume that (s, Z) is o%-sub-Gaussian for

each s and let
dPs, zn

(S, Z2™") =In —————
2(57 ) . d(PS & PZn)

(assuming Pg zn < Ps @ Pzn). Prove that

A252

Epg zn [exp (/\g(S, Z") — 5 — (S, Z"))] <1

using the change-of-measure formula

Bryy [f(X.V)] = Epgar, ¢ F(X, 7))

Problem 6.4: Use the bound from Problem 6.3 to prove that

Blg(S, 2V)]| < /22 1(8; )

n

if £(s, Z) is o%-sub-Gaussian for each s

Problem 6.5: Consider the binary classifier for samples in R? that separates points by a
straight line, partitioning R? into two half-spaces and assigning one label to one half-space
and another label to points in the other half-space. Prove that the VC dimension of this set
of classifiers is d = 3.



