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Spring semester, 2024
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Problem 10.1: Describe the two different (but equivalent) definitions of a random process
used in the lecture.

Problem 10.2: State and explain Kolmogorov’s extension theorem.

Problem 10.3: Given (Ω,A, P ), a sequence A0,A1, . . ., such that

A0 ⊂ A1 ⊂ A2 ⊂ · · · ⊂ A

is called a filtration. A random process/sequence {Xn} (Xn : Ω → R) is adapted to a given
filtration if Xn is An-measurable. A process adapted to a filtration is called a martingale if
E(|Xn|) <∞ and

E[Xn|An−1] = Xn−1

with probability one, for n ≥ 1.

Let {Xn}∞n=1 be zero-mean and independent variables, with E(|Xn|) <∞. Let Sn =
∑n

i=1Xi

and An = σ(X1, . . . , Xn). Show that {Sn} is a martingale (given {An}).

Problem 10.4: Let {Xn}∞n=1 be a sequence of variables Xn : (Ω,A, P ) → {0, 1}, such that
{Xn1 , Xn2 , . . . , XnN } are mutually independent for any 1 ≤ n1 < n2 < · · · < nN < ∞ and
2 ≤ N <∞, and P (Xn = 1) = P (Xn = 0) = 1/2 for all n. Let

Y =
∞∑
n=1

2−nXn

Show that the unique distribution of Y on ([0, 1],B([0, 1]) is Lebesgue measure.

Problem 10.5: Consider a continuous-time random process {Xt}t∈T with T = [0,∞). A
continuously indexed family of σ-algebras {At}t∈T is a filtration if Au ⊂ Av for u < v. Assume
that Xt is At measurable, and that E(|Xt|) <∞, then {Xt} is a martingale if E[Xt|As] = Xs

(with probability one) for t > s.

The process {Xt} is a Brownian motion (or Wiener process) if {Xt} is zero-mean Gaussian
and E[XuXv] = min(u, v). Show that if {Xt} is a Brownian motion with E(|Xt|) < ∞ then
it is also a martingale w.r.t. At = σ({Xs, s ≤ t}).
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