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Distributed Fault Detection and Isolation with Imprecise Network
Models
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Abstract—In this paper we consider the problem of Dis-
tributed Fault Detection and Isolation (D-FDI) in large net-
worked systems with imprecise models. Taking a previously
proposed D-FDI scheme for a given initial network model, we
analyze its performance under small changes in the network
graph, namely the addition or removal of edges. Under some
assumptions, it is shown that for this kind of perturbations there
exist suitable thresholds for which fault detection and isolation
is achieved. As our second contribution, we propose solutions
to accomplish D-FDI with considerably lower computational
burden, while handling imprecise network models. Numerical
experiments demonstrating the effectiveness of the proposed
solution are presented, taking the IEEE 118 bus power network
as an example.

I. INTRODUCTION

Critical infrastructures such as power grids, water dis-
tribution networks, and transport systems are examples of
cyber-physical systems. These systems consist of large-scale
physical processes monitored and controlled by SCADA
(supervisory control and data acquisition) systems running
over a heterogeneous set of communication networks and
computers. Although the use of such powerful software
systems adds flexibility and scalability, it also increases the
vulnerability to hackers and other malicious entities who may
perform cyber attacks through the IT systems [1], [2].

A holistic approach to security of SCADA systems is
important because of the complex coupling between the
physical process and the distributed software system. Unfor-
tunately a theory for such system security lacking. Increasing
the security by adding encryption and authentication schemes
helps to prevent some cyber attacks by making them harder
to succeed but it would be a mistake to rely solely on such
methods, as it is well-known that the overall system is not
secured because some of its components are. A method to
increase security of networked control systems involve the
design of control algorithms that are robust to the effects
of cyber attacks [3]-[6] and monitoring schemes to detect
anomalies in the system caused by attacks [7]. This paper
focus on the latter and uses fault detection and isolation
(FDI) to design a distributed FDI scheme for a network of
interconnected second-order linear systems where the exact
model of the network is not known to the nodes.

There are various ways to detect and isolate a fault in
a system [8]-[11]. Observer-based approaches have been
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well studied and some of these methods have been proposed
for power systems [12], [13]. However, distributed FDI for
systems comprised of a network of autonomous nodes is still
in its infancy. The results is presented in [7], [14]-[16] can
be considered as the first steps in distributed fault detection
and isolation in networks.

In this paper, we first consider the case where a fault
detection mechanism as outlined in [15] is in place. In this
case we address the question of how to accomplish the task of
distributed fault detection and isolation if the precise model
of the network is not available to each of the nodes. More
precisely, we outline the minimum amount of information
that is sufficient for a node to achieve fault detection and
isolation using its local measurements.

The outline of the paper is as follows. In the next section
we describe the distributed fault detection and isolation (D-
FDI) method that this work is based on. In Section III we
study the problem of interest that is how to distributedly
detect and isolate faults when the network model is not
precise using the method outlined in Section II. In Section
IV we propose methods to reduce the computational burden
of the method described in Section II. In doing so, we
propose a distributed fault detection and isolation method
that requires less computation than the one presented in III
and is capable of handling imprecise network models. Some
numerical examples are given in Section V. Concluding
remarks are presented in the last section.

II. D-FDI FOR FAULTY NODES

Consider a network of N interconnected systems and let
G(V, &, A) be the underlying graph of this network, where
V = {i}YV is the vertex set with i € V' corresponding to node
i, £ CV x V is the edge set of the graph, and A € RV*N
is the weighted adjacency matrix with nonnegative entries.
The undirected edge {4, j} is incident on vertices ¢ and j if
nodes ¢ and j share a communication link, in which case the
corresponding entry in the adjacency matrix [A], y is positive
and reflects the edge weight. The out-degree of node 7 is
deg (i) = >, [Al;;» where N; = {j €V :{i,j} €&}
is the neighbourhood set of . The degree matrix A (G) €
RN*N s a diagonal matrix defined as

A

The weighted Laplacian of G is defined as £(G) = A — A.
Moreover, assume that of state each node is given by z;(t) €
R?. Furthermore, we introduce the following definitions.
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Fig. 1. (a) A network with 12 nodes. (b) The set of one-hop neighbours
of node 1 are nodes {2,3,4} and are coloured darker. (¢c) The one-hop
neighbourhood graph of node 1 is the set of dark nodes connected by solid
lines. (d) The graph represented by dark nodes that are connected to each
other by solid lines is the proximity graph of node 1.

Definition 1 (£-hop Neighbour Set of Node i): We  call
the set N C V the (-hop neighbour set of node i where
v € N if there is a path of length at most ¢ between i and
.

Definition 2 (£-hop Neighbourhood Graph of Node i):
We call the graph G/(N/, &) < G(V,E) the (-hop
neighbourhood graph of node i where {v,u} € &/ if
{v,u} € € and u,v € Nf.

Remark 1: For the case where { = 1, we drop the
superscript 1 for the ease of notation. Moreover, N; = |N;|.

Definition 3 (Proximity Graph of Node t): We call the
graph P;(N; UN;, & UE;) € G(V,E) the proximity graph
of node ¢ where {v,u} € & if {v,u} € £ and u,v € N,.
Moreover, N; is the set of all the nodes in the network that
are not in A; but share a link with at least one of the nodes
in \V;, and &; is the set of all edges incident on at least one
of the nodes in N; that are not in &;.

Examples for the objects defined in Definitions 1-3 are
given in Fig. 1.

In this paper we focus on the case where n = 2. For the case
where n = 2 the state of each node, z;(t) = [&(t) ¢;(t)] T,
is governed by

(1a)
(1b)

where v;(t) is a scalar known external input, &;, (; are the
scalar states, and u; is the control given by the linear control
law

wit) = —wiGi(t)+ D wig [(€(1) = &) + pl(G(t) = GO)],

JEN;

2
where w;; € Ryg, and k;, 0 € Ryg for 4,5 =1,...,N. In
this case, assume each node 7 measures
where I(t) = [él(t)v SRR €N(t)7 Cl(t)v sy gN(t)]T’ and

C; = [C CT]T, with C; € RYi*N being a full row rank
matrix where each of the rows have all zero entries except
for one entry at the j-th position that corresponds to those
nodes that are neighbours of i. The overall equation of the
network becomes:

z(t) = Az(t) + Bo(t) 4)
where
| On Iy
A=l % | )

L is the weighted Laplacian matrix associated with the
network where w;; is the weight of edge {i,j}, and K =
diag(k1,...,kN). We say that node k € V is faulty if for
some functions fgx(t) and f¢x () not identical to zero either
Ek(t) = Cu(t) + fer(t), or (i(t) = uk(t) + vi(t) + fer(t).

Remark 2: The variables &; and (; can be interpreted as
position and velocity of node 7, respectively, for a mobile
system, or as phase and frequency in the context of intercon-
nected synchronous power system generators and motors.

Assumption 1: We focus on the case where there is at
most one faulty node, j € V, in the formation.

Remark 3: The control law described by (2) is a general
form of the following well-known control laws:

ul(t) = —riGi(t) + Y wii (&) = &(1),  (6)
JEN;
2 —
wi(t) = ) wi [(§(8) = &) + (¢ = GO (D
JEN;
The functions fey(t) and fci(t) are denoted fault signals. It
is assumed that the faulty node injects fault in only one of
the states and we focus on the case where the fault occurs in
(i (t). The case where the fault may occur in &(t) is very
similar.
To achieve the fault detection and isolation task each node
i considers |N;| different models of the form:

i'(t) = Az'(t) + Bo(t) + bl fr(t) 8)

where bi is a vector of zeros except for the k-th entry,
and k € N;. For each of these systems an observer is
constructed such that the estimates are insensitive to b, fy (¢).
Note that, each node is monitoring its closest neighbors for
misbehavior. Let 4% (¢) denote the estimate of the states of
the model with its associated b% and calculated by node i.
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An unknown input observer (UIO) for each of these systems
is described by:

5(1) = Fizh(t) + TiBu(t) + Kyi(t)
B () = 24(0) + Higi(t),
where zi(t) € R™ is the observer’s state. The observer
matrices must be designed to achieve the decoupling from
the unknown input and meet requirements on the stability of
the observer. Choosing the matrices F}, T}, Ki, H}. to satisfy
the following conditions [11]
Fy = (A- HyCiA - K;C), Ty = (I - HyCy)
K} =K} + K, Kjl = FpHy, (HpCi— Iy =0,
(10)
and F} be Hurwitz, we have the estimation error dynamics

(€))

) = Fieh() —=Th > bufm(t). (D)
meN;\{k}
Define . 4
r.(t) £ Ciej(t), (12)

where € (t) = x(t) — &4 ().
Definition 4: A residual r(t) is a fault indicator function
that satisfies

IOl =0 B =0 V) #keN.
Note that the residual dynamics are driven by the j-th fault
if Tiby, # 0,k # j.
We introduce the following detection and isolation condi-
tion for fault f;(t),

Irio]| < o

where ©; > 0 is an isolation threshold.

Now, using Algorithm 1 a faulty node j can be detected
by all the nodes in ;. However, all the other nodes in the
network only detect the existence of a fault in the network
and the exact identity of the faulty node is unknown to
them. For the proof of existence of the required UIOs in
the aforementioned interconnected systems see [15].

Remark 4: For the ease of notation we drop the super-
script ¢ from the variable names for the rest of this paper.

13)

Algorithm 1 D-FDI of Faulty Nodes at Node

for £ € N; do

Generate ().
end for
i3 () < O, & [rt)] = O5, Vk € A #
then

Node j is faulty.
else if |7 (t)|| > Oy, Vk € N; then

There exists a faulty node £ € V\ V;.
else if |7 (t)|| < Oy, Vk € N; then

There is no faulty node in the network.
end if

We conclude this section with the following remark.

Remark 5: If a node j is faulty, all the nodes in the
network detect that there exists a faulty node in the network
unless the fault signal happens to coincide with a system
zero. However, only the nodes in the one-hope neighbour-
hood of j can isolate node j as the faulty node in the network.

III. D-FDI IN THE PRESENCE OF IMPRECISE NETWORK
MODEL

As described earlier to construct the bank of observers to
achieve D-FDI the knowledge of matrix A and as a result the
full knowledge of the network model and the interconnection
of the nodes is necessary. In this section we consider the
case where after the observers are designed under a known
network model and interconnection graph, some edges are
removed. Later, we show that to be able to have a functioning
D-FDI scheme the full knowledge of the network is not
necessary.

Now we are ready to pose the first problem of interest.

Problem 1: Consider the network described above, and
a bank of observers as described in Section II for fault
detection using the known graph of the network. Now,
consider that the network loses [ € N edges. What are the
conditions that ensure that the existing observers at node 4
still can detect the occurrence of fault in the network?

Then we address this more general problem.

Problem 2: What is the minimum sufficient knowledge
about a network that should be available to each node 7 to be
able to design the necessary UIOs to implement Algorithm
1?

We first address Problem 1. Consider the case where we
design a bank of UIO to estimate the states of the neighbours
of node ¢, recall that we have the following observer error
and residual dynamics

ét) = Frex(t) = Ti D> bmfm(t)
meN;\{k} (14)
re(t) = Cie(t).
Imagine [ edges are lost in the network, hence
A=A+ AA
‘ (15)
Ciyo = C; + AC;

where Ay is the new coupling matrix after the edge loss, AA
is a perturbation matrix corresponding to the lost edges, Cjy
is the new measurement matrix and AC; is the associated
perturbation. We have the following assumption.

Assumption 2: The network remains connected after los-
ing [ edges.

Using the existing parameters of the aforementioned UIO
(computed under the assumption of no edge loss) for the
error dynamics we have

Ek(t) :erk(t) + AAI(t) + HkCzAAI(t)
+ HkAClAAx(t) - KkACZI(t)
- Tk Z bmfm(t)

mGNI\{k}

(16)

If any of the removed edges had been connecting ¢ to one of
its neighbours, the error dynamics is not necessarily stable

5908



and the observers do not converge. Hence, the following
observation.

Observation 1: If a bank of observers is constructed at
node ¢ with the full knowledge of the network and at least
one of the lost edges is in &;, the bank of observers should
be calculated again taking into account the new network.

However, if the link had not been connecting ¢ to any of
its neighbours, we have AC; = 0. It is easy to check

ék(t) :erk(t) + AASC(t) + HkClAASC(t)
- Tk Z bmfm(t)

mE./\/'i\{k:}

a7

The error dynamics described by (17), in the presence of no
faults for m € V\ {k}, fmn(t) = 0, becomes

ék(t) =Fpep(t) + (I + chi)AAl‘(t). (18)

The error dynamics described by (18) is stable due to F}, be-
ing Hurwitz and the fact that A Az(t) goes exponentially fast
to zero when there is no fault in the network. Consequently
ri(t) = Ci(t)er(t) goes to zero when there is no fault in
the system, although, the UIO parameters are designed for
a different interconnection network. This result helps us to
address Problem 2. The knowledge of the interconnection
network beyond the proximity graph of a node ¢ is not
necessary for Algorithm 1 to be used for detection of a faulty
node. Formally, we have the following result.

Proposition 1: Consider a node ¢ in an arbitrary connected

network of NV interconnected nodes and Algorithm | with the
bank of UIOs calculated for this network. Using Algorithm
1 and the existing bank of observers, node i can detect the
existence of a faulty node in any connected network where
the proximity graph of node ¢ is the same as the original
network.
However, the faulty node cannot be isolated using the con-
dition given by (13) when the network model is imprecise.
Before proposing a rationale for this assertion we recall this
result from [17]:

Proposition 2: If the coefficient matrix A(¢) is continuous
for all ¢ € [0,00) and constants a > 0, b > 0 exist such that
for every solution of the homogeneous differential equation

z(t) = A(t)z(t)
one has
lz(t)]| < Bllz(to)le™ "), 0<ty<t<oo

then for each f(t) bounded and continuous on [0, 00), every
solution of the nonhomogeneous equation

a(t) = A@)x(t) + f (1),

is also bounded for ¢ € [0, c0).

.Z‘(to) =0

It is also proved in [17] that if || f(¢)] < oy < oo then the
solution of the perturbed system satisfies

o0l < Blatto)lle==*) + 222 (1 eet=)." 19)

In the problems that we address in this paper matrix
system A is time-invariant and the differences between states
go to zero exponentially fast, i.e. forall 7, j € V, [§,—&;| = 0
and |¢; — ;| — 0 exponentially fast. Hence, in the presence
of fault signal f(t), where ||f(¢)|| < o5 < oo, from [17]
there exists a 7 such that

Boy

lz(r)ll < == + ) (20)

where 7 = [51 _gnv s 7571*1 _gnv Cl _Cnv BERE) <n71 _CH]T’
« and B are described in Proposition 2, and § < 1. Thus, for
all ¢,j € V there exists a 0 < b%‘f—}—g where [£; —¢;| < § and
|G — ¢j] < 6. Now assume that for m € V\ {j}, fm(t) =0,
and f;(t) # 0; then f(¢t) = b;f;(t). Now, we focus on
(I + HxC;)AAz||. Further, assume that AA corresponds
to the uncertainty in (or loss of ) [ links, then we have,
(I + HiC;)AAz| < 41§ (Note that ||I + HiC;|| < 2).
Under the assumption that only node j is faulty, for the error
dynamics of the UIOs we have

ék(t) = Frer(t) + (I + chi)AAx(t)
= Tubifi(t), keNi\{j}
The same as before according to Proposition 2 the error of
the UIO monitoring the neighbour node k # j converges to
a ball around zero and a radius pj such that
< Br Yk
Qg
for some «aj and Oy, and ||Az(t) — Teb; fi (O < Y-
Assuming that the values of Qg and (3 are the same for
all UIOs and equal to & and 3 ' we have

o < 5||(1+Hk0i)AA_x(t) —Tebi 5O 5

21

+4 (22)

«Q
BIII + HyCi) AAz(t)| + fi L5
(6%
PRELE

- Q

(23)

where f; = max (||Tkb;f;(t)|]). The error dynamics

keNi\{j} . .
converges to a ball around zero with the radius p; where

B
a
and -y; = 41. Assuming that none of lost (uncertain) edges
belongs to P;, then one can get a tighter value on ~;, that is

The difference between the values of the upper bound on
the magnitude of error in observers monitoring the faulty
node comparing with the magnitude of the error in the
observers monitoring other nodes serves as a guideline to
choose the threshold for the fault detection conditions as
described by (13). In what comes next, we propose another
method to circumvent the issue of selecting a proper thresh-
old value in the face of uncertainty in links.

py <21, 24)

I This assumption is in fact a feasible one and we elaborate on it later in
the paper.
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Observation 2: For a given monitoring node ¢, the poles
of F} can be placed arbitrarily provided that (A —
H ,1 C; A, C;) is observable, which is equivalent to say that the
system (A, b%,C;) does not have transmission zeros. If this
is the case for all k, then {F}{} can be designed to have the
same poles and consequently we have o, = « and B, = 8
for all k.

IV. REDUCING THE COMPLEXITY OF THE PROPOSED
D-FDI METHOD

For implementation of the method introduced earlier in
this paper, at each node it is required to have one observer
corresponding to each of the neighbours. Each of these
observers has 2V states. So at each node i, 2N|N;| states
are estimated, which puts a heavy computational burden on
each of the nodes as N increases. For example a network
with 10 nodes the observer bank in node a node with 5
neighbours would require a total of 100 states. So it is desired
to reduce the amount of computation necessary for the FDI
scheme to succeed in detection the existence of a fault in
the general network and isolation of the faulty node among
the neighbours of a given node ¢ € V. This is achieved via
reducing the dimensions of the UIOs used in D-FDI where
only local models of the network are considered.

Consider a fault free network as before:
z(t) = Ax(t) + Bo(t) (25)

For the subnetwork of this network with P; as its graph we
have

¢'(t) = Apg'(t) + ' (1) + Bpup(t), (26)
where ¢ = [§,&is 5 Ging G Gis o5 Giny ) i =
[Gyo e &in, G e Gin, | T im € Nj UNG, and partic-

ularly ¢ Nil+1 to il NUN| correspond to the nodes in A;.
Moreover, A% is the matrix associated with the network with
P; as its graph, 1)%(t) is a vector with zero entries except for
the entries corresponding to nodes m € N, vh(t) is the
known input vector in this subnetwork, and B is the input
matrix associated with these inputs. We have the following
straightforward result for 1°(t).

Proposition 3: In the network induced by the proximity

graph of node i as described by (26), that is the subnetwork
of the fault-free network described by (4), 1*(t) goes to zero
exponentially fast.
The bank of UIOs at 7 can be designed for only the
subnetwork with P; as its graph described by (26). An
example of such a subnetwork for the network of Fig. 1
is given in Fig. 2 (b).

In the case where there is no fault in the network, the un-
known parts of the real network enter the equation dynamics,
as in the previous section, as exponentially decaying signals.
So, as before, in this case the detection of a fault in the
network can be determined using the bank of UIOs for P;.
Moreover, isolation can be achieved as well via choosing an
appropriate threshold value.

However, the selection of the aforementioned threshold
might prove be cumbersome, and requires a knowledge of

the magnitude of the fault. In what comes next we propose
a method to achieve D-FDI using only the full knowledge of
the proximity graph without resorting to complicated ways
of choosing the threshold value. We first make the following
assumption that will be valid until the end of this section.
Assumption 3: Each node i € V measures the states of all
the nodes in its proximity graph.
An example for the measurement graph of node ¢ is given
in Fig. 2(a). As before, to achieve the fault detection and

(a) (b)

Fig. 2. (a) An example for the measurement graph of node ¢ in the network
of Fig. 1 under Assumption 3. (b) The subnetwork model for designing a
bank of UIOs at node 1 of the network depicted in Fig. 1.

isolation task each node i considers |A;]| different models of
the form:

¢'(t) = Ap¢' (1) + ¥ (1) + Bpup(t) + i fi(t)
where bi* is a vector of zeros except for the entry corre-

sponding to node k € N that is equal to one. We rewrite
(27) as

27)

¢ (t) = Ap¢'(t) + Bpvp(t) + [B™ b}] { 1]/0},@8 } ; (28)
with B* = [b* ... b:; m} where bix . m; € Ny, is a
vector of zeros except for‘the entry corresponding to node
my; € N, that is equal to one. For each of these models
a UIO is defined that is insensitive to the unknown input

ik hik W (t)

[B bk } fk (t)J
Proposition 4: Consider the distributed control system
with a fault in node j given by (26) and local measurments
satisfying Assumption 3. If P; is connected and j € N;, then
there exists a UIO for system (28) constructed at node 1.
Applying Algorithm 1 for the residuals obtained from these
UIOs that their existence is guaranteed by Proposition 4
solves the problem of distributed fault detection and isolation
via only local models and measurements.

The method introduced in this section not only reduces
the size of the observers, but also it eliminates the need to
have an exact network model beyond the proximity graph of
a given node for that node to detect and isolate faults in its
one-hop neighbourhood. However, it is established that it is
possible under the assumption that the node has access to
the measurements of the states of its two-hop neighbours.
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V. NUMERICAL EXAMPLES

In this section we illustrate the solution proposed in
Section IV with a power network example. The simulations
were carried out using the IEEE 118 bus network example
available with the MATPOWER toolbox [18]. The graph of
the power network is shown in Fig. 3.

Fig. 3. [left] The graph of the IEEE 118 bus network. Node 19 (red) is the
node at the center of the smaller cluster to the right, monitoring its 1—hop
neighbours (yellow). This cluster represents the 2—hop neighbourhood of
node 19. [right] Residuals generated by the UIO bank at node 19.

We considered the classical synchronous machine
model [19] for each node of the power network, leading to
the global network dynamics as in (4) with

_ ON IN _ —1 1
A= S o] meDsa

M = diag (1,~-~ ,1) ,D = diag (dy,--- ,dn),
my my

where m; > 0 and d; > 0 are the inertia and damping
coefficients of node ¢ and N = 118 is the number of buses.
Since these coefficients were not available in the example
data files, they were randomly generated so that the load
buses had considerably lower values than the generator buses,
namely m, =~ 103m; and d, =~ 103d;.

In this example, node 19 is monitoring its 1—hop neigh-
bours for faulty behaviours using the method proposed in
Section IV. Thus the only network model knowledge needed
is its 2—hop neighbourhood, the smaller cluster in Fig. 3,
which consists of 26 states, as opposed to the 236 states of
the global network. Using this smaller model, a bank of UIO
was generated according to the discussion in Section II and
Section IV.

In the simulations, node 15 exhibits a faulty behaviour
after ¢ = 20s, which is successfully detected by node 19 as
seen in Fig. 3. Furthermore, all the residuals corresponding
to other neighbouring nodes become large while the one for
node 15 remains at zero. Following Algorithm 1, node 15 is
then detected and identified as the faulty node.

VI. CONCLUSIONS

The D-FDI scheme proposed in [15] designed using a
given initial network model was shown to be robust to the
addition or removal of edges. Namely, fault detection and
isolation can be achieved using this scheme by choosing
suitable thresholds, provided that the proximity graph of the
monitoring nodes remains constant.

A solution to reduce the computational complexity of the
D-FDI scheme was proposed that reduces the network model
required for each observer bank, thus, in addition to being
less computationally expensive, is resilient to imprecise
network models. Numerical experiments demonstrating the
effectiveness of the proposed solution are presented, taking
the IEEE 118 bus power network as an example. In this
example and for a particular monitoring node, D-FDI was
accomplished using models with only 11% of the dimension
of the global model.
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