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Products of Doubly Stochastic Matrices™
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Abstract—Doubly stochastic matrices constitute an impor-
tant class of stochastic matrices, playing a critical role in the
study of discrete-time distributed averaging and distributed
optimization algorithms. In this extended abstract, we report
on several properties of such matrices. Furthermore, we utilize
these properties to establish necessary and sufficient conditions
for deciding whether a set of doubly stochastic matrices is a
consensus set or not.

Index Terms— Matrix theory; Control systems; Stability

I. INTRODUCTION

Distributed coordination of multi-agent systems is a top-
ic that has received a great deal of attention in the last
two decades [1]-[3]. The consensus problem is one of the
benchmark problems in which a group of interacting agents
are driven to reach agreement on a variable of interest. In
the linear discrete-time consensus process, the update of the
agents’ states can be characterized by a linear recursion
equation with the system matrix being a stochastic matrix
[1], [3], [4]. The analysis of the system heavily relies on the
property of the infinite product of stochastic matrices.

Properties of stochastic matrices have been studied ex-
tensively and a rich set of results on the conditions for the
convergence of infinite products of stochastic matrices have
been obtained [5]-[7], which can be traced back at least to
the work on nonnegative matrices and Markov chains [7]. If
we restrict our attention to certain subclasses of stochastic
matrices, the study may help simplify those established
results for general stochastic matrices. In this extended
abstract, we pay special attention to an important class of
stochastic matrices, doubly stochastic matrices, which arise
often in distributed averaging problems [8] and distributed
optimization algorithms [9], [10]. We study their properties,
and establish necessary and sufficient conditions to decide

*Proofs of the assertions in this extended abstract are available from the
first author upon request and will appear in an expanded version of this
work.

Weiguo Xia is with the School of Control Science and Engineering,
Dalian University of Technology, China (wgxiaseu@dlut.edu.cn).
Ji Liu and Tamer Bagar are with the Coordinated Science
Laboratory, University of Illinois at Urbana-Champaign, USA
({jiliu,basarl}@illinois.edu). Ming Cao is with the
Faculty of Mathematics and Natural Sciences, ENTEG, University of
Groningen, the Netherlands (m.cao@rug.nl). Karl H. Johansson is
with ACCESS Linnaeus Centre, School of Electrical Engineering, Royal
Institute of Technology, Sweden (kallej@kth. se).

The work of Xia was supported in part by the Fundamental Research
Funds for the Central Universities. The work of Liu and Basar was supported
in part by the U.S. Air Force Office of Scientific Research (AFOSR) MURI
grant FA9550-10-1-0573. The work of Cao was supported in part by the
European Research Council (ERC-StG-307207). The work of Johansson
was supported in part by the Knut and Alice Wallenberg Foundation and
the Swedish Research Council.

239

whether a set of doubly stochastic matrices is a consensus
set, whose definition will be given precisely later. These
new results may shed light on better utilization of doubly
stochastic matrices.

The remainder of the extended abstract is organized as
follows. In Section II, preliminaries on stochastic matrices
are introduced. Section III investigates the properties of
doubly stochastic matrices and establishes necessary and
sufficient conditions for deciding consensus. Conclusions are
drawn in Section IV.

II. PRELIMINARIES

We first introduce some preliminaries on stochastic ma-
trices. Let n be a positive integer. A matrix P = {p;; }nxn
is said to be stochastic if p;; > 0 for all i, j € N £
{1,2,...,n}, and 3°7_, p;; = 1 for all i € N. P is said
to be doubly stochastic if both P and P7 are stochastic.
Consider a stochastic matrix P. For a set A C N/, the set of
one-stage consequent indices [11] of A is defined by

Fp(A)={j: pij >0 for some i € A}

and we call Fip the consequent function of P.

Lemma 1: [12] Let P and () be two n X n nonnegative
matrices. Then, Fpg(A) = Fo(Fp(A)) for all subsets A C
N.

A stochastic matrix P is indecomposable and aperiodic,
and thus called an SIA matrix, if lim,,_eo P™ = 1c7,
where 1 is the n-dimensional all-one column vector, and
c = [e1,...,c,)T is some column vector satisfying ¢; > 0
and Z?:l c¢; = 1. We say that P belongs to the Sarymsakov
class, or equivalently P is a Sarymsakov matrix, if for any
two disjoint nonempty sets A, A C N, either

Fp(A) N Fp(A) # 0, ()

or
Fp(A)NFp(A) =0 and |Fp(A)UFp(A)| > |AUA|, (2)

where | - | denotes the cardinality of a set. P is said to be
a scrambling matrix if for any pair of distinct indices 7, j €
N, there exists an index k € A such that p;, and Djk are
positive.

Stochastic matrices arise often in discrete-time linear con-
sensus processes, which can be modeled by

o(k+1) = P(k)a(k), k>1, 3)

where z(k) = [z1(k), z2(k),...,z,(k)]" € IR™ and each
P(k) is an n x n stochastic matrix. The convergence of z(k)
to a common value for any initial condition is equivalent to
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the convergence of the matrix product P(k)--- P(2)P(1) to
a matrix with all rows equal as k£ goes to infinity. When the
sequence of matrices P (1), P(2),... is picked from a set of
stochastic matrices P, an important question to answer is as
follows: What are the conditions on P so that every infinite
left-product - -- P(k)--- P(2)P(1) converges to a rank-one
matrix? A set having this property is called a consensus set.

Definition 1: (Consensus set) Let P be a set of n X
n stochastic matrices. P is a consensus set if for
each sequence of matrices P(1), P(2), P(3),... from P,
P(k)---P(2)P(1) converges to a rank-one matrix 1c as
k — oo, where ¢; > 0 and Y., ¢; = 1.

Necessary and sufficient conditions for P being a consen-
sus set have been established in [5], [7], [13]-[15].

Theorem 1: [15] Let P be a compact set of n X n
stochastic matrices. The following conditions are equivalent:

1) P is a consensus set.

2) For each integer k > 1 and any P(i) e P, 1 <i <k,
the matrix P(k)--- P(1) is SIA.

3) There is an integer v > 1 such that for each k£ > v and
any P(i) € P, 1 <1i <k, the matrix P(k)--- P(1) is
scrambling.

4) There is an integer > 1 such that for each k£ > « and
any P(i) € P, 1 < i < k, the matrix P(k)---P(1)
belongs to the Sarymsakov class.

A combinatorial necessary and sufficient condition for
deciding whether a compact set of stochastic matrices is a
consensus set or not has been established in [14].

Theorem 2: [14] A compact set P of n X n stochastic
matrices is not a consensus if, and only if, there exist two
sequences of nonempty subsets of A/, Si,S5,...,95;, and

1,55,...,5], of length [ < 3™ —2""1 + 1 and a sequence
of matrices P(1), P(2),..., P(l) from P such that

SiNS;=0foralli=1,...,1,
and foralli =1,...,1—1,

Fpiy(Si) € Siy1, Fpuy(Si) C 51,
Fp(S7) € Siy1, Fpwy(S]) € 57

The above results hold for all compact sets of general
stochastic matrices. We pay special attention to doubly s-
tochastic matrices here, explore their properties, and establish
necessary and sufficient conditions for determining whether
a compact set of doubly stochastic matrices is a consensus
set or not.

III. DOUBLY STOCHASTIC MATRICES

We first present several properties of doubly stochastic
matrices that may not hold for general stochastic matrices.

Lemma 2: [16] Let P be a doubly stochastic matrix. For
any nonempty set A C N, |Fp(A)| > |A|.

Lemma 3: Let P be a doubly stochastic matrix. For any
two disjoint nonempty subsets AA C N, if Fp(A) N
Fp(A) # 0, then |Fp(A)| > |A| and |Fp(A)| > |A|.

The following lemma reveals when a doubly stochastic
matrix is a Sarymsakov matrix.
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Proposition 1: [16] Let P be a doubly stochastic matrix.
P is a Sarymsakov matrix if, and only if, for every nonempty
set AC N, |Fp(A)| > | Al

A necessary and sufficient condition for a stochastic matrix
to be SIA is as follows.

Theorem 3: [15] A stochastic matrix P is SIA if, and
only if, for any two disjoint nonempty subsets .A,A C N,
there exists an integer £ > 1 such that either

FE(A)NFE(A) # 0, (4)
or

FE(ANFE(A) =0 and |FE(A)UFE(A)| > |AUA. (5)

For doubly stochastic matrices, we have a simplified
condition.

Proposition 2: Let P be a doubly stochastic matrix. P is
an SIA matrix if, and only if, for every nonempty set A C N,
there exists a positive integer k such that |FE(A)| > | Al

For doubly stochastic matrices satisfying the condition

p;; > 0 if and only if p;; > 0 for all ¢ # 7, (6)

we have the following result.

Proposition 3: [16] Let P be a doubly stochastic matrix
satisfying condition (6). If P is SIA, then P is a Sarymsakov
matrix.

For doubly stochastic matrices, the necessary and suffi-
cient condition for deciding consensus can be obtained using
Proposition 2. We first state the following result.

Theorem 4: Let P be a compact set of n X n doubly
stochastic matrices, and let

s 2 (1)),

where L"T_lj is the greatest integer that is no larger than

n—1
35— and

( n ) _ n!

) T - )

P is a consensus set if, and only if, for each k > b(n) and
any P(i) € P, 1 <i <k, the matrix P(1)--- P(k—1)P(k)
belongs to the Sarymsakov class.

Remark 1: The next result, Theorem 5, says that “a’” in
condition (4) in Theorem 1 can be taken as b(n) when all
the matrices in P are doubly stochastic matrices, instead
of %(3” — 271 + 1) (see Theorem 4.7 in [6]) for general
stochastic matrices. O

Theorem 5: Let P be a compact set of n x n doubly
stochastic matrices. Then, P is not a consensus set if,
and only if, there exist a sequence of nonempty subsets
of N, S1,852,...,5; of length I < b(n), and a sequence
of matrices P(1), P(2),...,P(l) from P such that for all
ie{l,2,...,1—1},

Fpeiy(Si) € Siy1, Fpwy(Si) C Si. (7

Remark 2: Tt has been shown in [14] that the process
of deciding whether a finite set of stochastic matrices is a
consensus set or not is NP-hard. Theorem 5 can be used to
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decide whether a finite set of doubly stochastic matrices is
a consensus set or not, and can be helpful for checking the
complexity. ]

For a finite set of doubly stochastic matrices satisfying
(6), deciding whether this set is a consensus set or not can
be accomplished in polynomial time. In fact, this is true
for several classes of stochastic matrices. We identify below
some of such classes of stochastic matrices.

Definition 2: A stochastic matrix P is said to belong to
the class M if either P is a Sarymsakov matrix, or P is not
an STA matrix.

The class M is actually composed of all the Sarymakov
matrices and the non-SIA matrices.

Theorem 6: Let P be a finite set of n X n stochastic
matrices. If P C M, then whether P is a consensus set
or not can be decided in O(n*) time.

Remark 3: There are several classes of stochastic matrices
that belong to the class M. For example, stochastic matrices
with positive diagonal entries [4], [17], symmetric stochastic
matrices [14], and doubly stochastic matrices satisfying (6)
(Proposition 3). Theorem 6 shows that for a finite set of
matrices from these classes of matrices, a polynomial time
algorithm can be derived to decide whether the set is a
consensus set or not. U

IV. CONCLUSIONS

We have reported on several properties of doubly s-
tochastic matrices, and presented a necessary and sufficient
condition for a doubly stochastic matrix to be SIA. A combi-
natorial necessary and sufficient condition has been derived
for deciding whether a compact set of doubly stochastic
matrices is a consensus set or not.
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