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Abstract— In this paper, controllability properties of net-
works of diffusively coupled linear systems are considered
through the controllability Gramian. For a class of passive
linear systems, it is shown that the controllability Gramian can
be decomposed into two parts. The first part is related to the
dynamics of the individual systems whereas the second part is
dependent only on the interconnection topology, allowing for a
clear interpretation and efficient computation of controllability
properties for a class of networked systems. Moreover, a relation
between symmetries in the interconnection topology and con-
trollability is given. The results are illustrated by an example.

I. INTRODUCTION

Large-scale interconnected systems appear in fields rang-

ing from technology to nature and include power grids,

communication networks and biological or chemical net-

works (see, e.g., [21], [2] for an overview). Many of these

networked systems are subject to external influences, which

might either be a control input or disturbance. To analyze

the influence of such inputs, the controllability properties of

networked systems are considered in this paper.

The study of controllability has a long history [11],

[1]. Controllability of networked systems was studied in

[22], where subsystems with single-integrator dynamics and

diffusive coupling are considered. Further results for such

systems are presented in [17], where controllability is related

to graph-theoretical properties of the underlying interconnec-

tion topology. Extensions and applications of this approach

are given in, e.g., [15] and [24]. Whereas the classical

notion of controllability (due to Kalman [11]) is considered

in these references, a different approach is taken in [13].

In [13], the notion of structural controllability, introduced

in [12], is exploited to address controllability properties for

networked systems in which the coupling strength is un-

known, again considering subsystems with single-integrator

dynamics. Structural controllability for interconnected linear

systems is studied in [6].

In the current paper, classical controllability properties are

considered for networked systems in which the subsystems

have higher-dimensional linear dynamics (as opposed to

single-integrator dynamics) as in [9]. Also, passivity proper-

ties of the subsystems are exploited to gain insight in such

controllability properties. Moreover, rather than considering
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controllability properties directly, the degree of controlla-

bility will be analyzed by considering the controllability

Gramian. Besides providing a more practical characterization

of controllability (by characterizing the energy required to

control certain states), the controllability Gramian is also

instrumental in studying the effects of system noise (through

the H2 norm) and in model order reduction [25]. For

networked systems with single-integrator dynamics, some

results on the controllability Gramian are given in [5].

For a class of passive subsystems (see [23] for a definition)

that is closely related to lossless systems, it will be shown

that the controllability Gramian of the networked system can

be decomposed into two components. The first component is

related to the controllability and observability properties of

the subsystems, whereas the second component is related

to the interconnection topology. This decomposition thus

gives insights in the effects of the network topology on

controllability properties and, moreover, provides an efficient

approach towards the computation of the controllability

Gramian of the networked system. Using the controllability

Gramian, the effects of (a generalized form of) symmetries

in the interconnection topology on controllability properties

are analyzed, hereby showing that symmetries lead to an

uncontrollable networked system and providing an extension

of results in [17]. Finally, it is noted that many results in this

paper have direct counterparts in the scope of observability.

The remainder of this paper is organized as follows. In

Section II, the problem will be stated. The class of passive

systems under analysis will be discussed in Section III, after

which controllability of the networked system is analyzed

in Section IV. The relation between symmetries in the

interconnection topology and controllability is discussed in

Section V. The results are illustrated by means of an example

in Section VI before drawing conclusions in Section VII.

Notation. The field of real numbers is denoted by R. For

a vector x ∈ R
n, the Euclidian norm is given as |x| =√

xTx, whereas 1 denotes the column vector of all ones. A

symmetric positive (semi-)definite matrix X is denoted as

X ≻ 0 (X < 0). For matrices A and B, A⊗B represents

their Kronecker product [3], which satisfies

(A⊗B)(C ⊗D) = AC ⊗BD, (1)

whenever the products AC and BD can be formed.

II. PROBLEM SETTING

A network of identical subsystems Σi is considered,

whose linear time-invariant dynamics is given as

Σi :

{

ẋi = Axi +Bvi
wi = Cxi

(2)
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with xi ∈ R
n, vi, wi ∈ R

m and i ∈ {1, . . . , n̄}. Throughout

this paper, it is assumed that (2) is a minimal realization.

The subsystems Σi are interconnected via (linear) diffu-

sive output coupling as

vi =
n̄
∑

j=1,j 6=i

lij(wi − wj) +
m̄
∑

j=1

γijuj , (3)

with uj ∈ R
m, j ∈ {1, . . . , m̄} the external inputs to

the networked system. Furthermore, the constants lij ∈
R characterize the coupling strength between the different

subsystems, whereas the parameters γij ∈ R describe the

distribution of the external inputs amongst the subsystems.

It is assumed that the coupling strengths lij satisfy lij ≤ 0
and lij = lji, where i 6= j. Consequently, the interconnec-

tion (3) can be associated to a weighted undirected graph

G = (V , E), with V = {1, . . . , n̄} the set of vertices

representing the systems Σi and E ⊆ V×V the set of edges,

satisfying, for i 6= j, lij < 0 if and only if (i, j) ∈ E .

After defining lii = −∑n̄
j=1,j 6=i lij , the coupling strengths

lij can be collected in the matrix L as L = {lij}. This matrix

is known as the (weighted) graph Laplacian and satisfies

L = LT < 0 and L1 = 0 [8]. Then, by introducing Γ as

Γ = {γij}, the interconnection (3) can be written as

v = −(L⊗ I)w + (Γ⊗ I)u (4)

with vT = [ vT1 . . . vTn̄ ] and wT = [wT
1 . . . wT

n̄ ]. By com-

bining the subsystem dynamics (2) with the interconnection

topology (4), the networked system is given by

Σ : ẋ = (I ⊗A− L⊗BC)x+ (Γ⊗B)u = Āx+ B̄u, (5)

with xT = [ xT
1 . . . xT

n̄ ] ∈ R
n̄n and uT = [ uT

1 . . . uT
m̄ ] ∈

R
m̄m. Here, Ā and B̄ are defined as Ā := I ⊗A−L⊗BC

and B̄ := Γ⊗B, respectively.

In this paper, stability and controllability properties of the

networked system Σ as in (5) are of interest. In particular, the

controllability Gramian P̄ will be considered, as the Gramian

provides (for asymptotically stable Σ) a full characterization

of the degree of controllability. Namely, when P̄ ≻ 0, the

controllability Gramian satisfies

Lo(x0) := inf
u∈Lm

2
((−∞,0])

∫ 0

−∞

|u(t)|2 dt = xT
0 P̄

−1x0, (6)

where u(·) is an input that steers (5) from x(−∞) = 0 to

x(0) = x0 [7]. Also, it is well-known (see, e.g., [25]) that,

when Ā is Hurwitz, the controllability Gramian of (5) can

be obtained as the unique solution of the Lyapunov equation

ĀP̄ + P̄ ĀT + B̄B̄T = 0. (7)

Of course, the controllability properties of (5) can directly

be obtained by computing P̄ from (7). However, due to

the potentially large size of the network and the state-

space dimension of the subsystems Σi, evaluation of (7)

might be numerically infeasible. More importantly, this direct

computation does not yield any insights in the structure of

the controllability Gramian. Therefore, in this paper, it is

analyzed to which extent the controllability Gramian P̄ can

be related to the controllability properties of the subsystems

(2) and the interconnection structure (4).

III. PASSIVE AND LOSSLESS SYSTEMS

It will be shown that, for a class of systems, the control-

lability Gramian P̄ allows for an insightful decomposition

in which properties of the subsystems (2) and interconnec-

tion (3) can be considered separately. In particular, (a class

of) passive systems will be analyzed as in the following

definition (see, e.g., [23], [4]).

Definition 1: A system Σi as in (2) is said to be passive

if there exists a differentiable storage function V : Rn → R

satisfying V ≥ 0 and a constant ε ≥ 0 such that

V̇ (xi) :=
∂V

∂xi

(xi)ẋi ≤ vTi wi − ε|wi|2 (8)

holds along trajectories of (2). If ε > 0, the system Σi is

said to be output strictly passive. If (8) holds with equality

and ε = 0, then Σi is said to be lossless.

Furthermore, when Σi as in (2) is asymptotically stable, its

controllability and observability Gramian can be introduced.

These Gramians are denoted as P and Q, respectively, and

are the unique solutions of the Lyapunov equations

AP + PAT +BBT = 0, (9)

ATQ+QA+ CTC = 0, (10)

see, e.g., [25]. Here, it is noted that asymptotic stability and

minimality of (2) guarantee that the solutions of (9) and (10)

are positive definite, i.e., P ≻ 0 and Q ≻ 0.

The following lemma is closely related to [25, Theo-

rem 8.3], and is therefore stated without proof.

Lemma 1: Consider the asymptotically stable system Σi

as in (2) and let P and Q denote its controllability and

observability Gramian, respectively. If P and Q satisfy

PQ = σ2I for some σ > 0, then there exists a unitary

matrix U such that σBT = UCP .

Remark 1: The eigenvalues of the product PQ equal

the squared Hankel singular values of (2). The condition

PQ = σ2I in Lemma 1 thus implies that all Hankel singular

values are identical (and equal σ). Systems satisfying this

property are closely related to so-called all-pass systems,

whose frequency response function is characterized by a

constant magnitude. Details can be found in [7]. ⊳

The following lemma relates the conditions in the state-

ment of Lemma 1 to passivity as in Definition 1.

Lemma 2: Consider the conditions in the statement of

Lemma 1. Then, the unitary matrix U in Lemma 1 satisfies

U = I if and only if Σi in (2) is passive.

Proof: Necessity of passivity follows directly by using

V (xi) =
1
2σx

T
i Qxi as a candidate storage function. Namely,

the differentiation of V along trajectories of (2) yields

V̇ (xi) = − 1
2σx

T
i C

TCxi + vTi Uwi ≤ vTi Uwi, (11)

where (10) and the property BTQ = σUC (which follows

from Lemma 1 and the property PQ = σ2I) is used. Thus, V

is a storage function for the supply rate s(vi, wi) = vTi Uwi,

which reduces to the supply rate for passivity when U = I .

4902



To prove sufficiency, it is assumed that Σi is passive.

By the Kalman-Yakubovich-Popov lemma [4], there exists

a storage function V (xi) = xT
i Kxi, where K satisfies

ATK +KA ≺ 0, KB = CT. (12)

As (2) is a minimal realization, K = KT is positive definite,

see [23]. Combining the equality in (12) with the property

BTQ = σUC leads to BTQ = σUBTK . This yields

QBBTQ = σ2KBBTK, (13)

where the property UTU = I is used. In the remainder of the

proof it will be assumed, without loss of generality, that the

coordinates are chosen such that B is given as B = [ I 0 ]T.

After partitioning Q and K accordingly as

Q =

[

Q11 Q12

QT
12 Q22

]

, K =

[

K11 K12

KT
12 K22

]

, (14)

it can be concluded from (13) that Q11Q11 = σ2K11K11,

where it is noted that Q11 and K11 are positive definite.

Consequently, the equality Q11 = σK11 holds (see also [10,

Theorem 7.2.6]). Rewriting the quality BTQ = σUBTK

using B = [ I 0 ]T and the partitioning (14) gives
[

Q11 Q12

]

= σU
[

K11 K12

]

, (15)

such that the result Q11 = σK11 and positive definiteness of

K11 imply U = I , which proves sufficiency.

As can be concluded from Lemmas 1 and 2, the properties

of having identical Hankel singular values and passivity are

closely related. In the next section, systems Σi will be

considered which satisfy both properties.

Assumption 1: The systems Σi as in (2) are asymptoti-

cally stable, minimal, passive as in Definition 1 and satisfy

PQ = σ2I for some σ > 0, where P and Q are the Gramians

as in (9) and (10), respectively.

Remark 2: Systems Σi satisfying Assumption 1 in fact

satisfy the stronger property of output strict passivity as in

Definition 1. This follows from (11) in the proof of Lemma 1,

for U = I , such that ε as in (8) satisfies ε = 1
2σ > 0. ⊳

Systems satisfying Assumption 1 allow for a realization

with an insightful physical interpretation. Namely, by in-

troducing a decomposition of the product AP in (9) as

AP = J̃ +S with J̃ = −J̃T and S = ST and by exploiting

the property PQ = σ2I , it can be shown that S = − 1
2BBT

and that (2) can be written as

Σi :

{

ẋi =
(

J − 1
2σBBT

)(

1
σ
Q
)

xi +Bvi,

wi = BT
(

1
σ
Q
)

xi.
(16)

Here, Lemma 2 is used to relate the input and output matrices

and J is given as J = 1
σ
J̃ . The form (16) represents a

port-Hamiltonian system (see, e.g., [20]), allowing for a

physical interpretation. Namely, the Hamiltonian H(xi) =
1
2x

T
i

(

1
σ
Q
)

xi represents the total energy stored in the system,

whereas the product uTy gives the power supplied to the

system. In fact, the system Σi can be considered as the

feedback interconnection of the lossless passive system

Σ
l
i :

{

ẋi = J
(

1
σ
Q
)

xi +Bvli,

wi = BT
(

1
σ
Q
)

xi.
(17)

and the static feedback vli = − 1
2σwi + vi. Lossless systems

are energy-conserving (i.e., they do not dissipate energy

internally) and present a generalization of Hamiltonian sys-

tems, which model many laws of physics. Examples in-

clude undamped mechanical systems and electronic circuits

without resistive elements. Furthermore, systems including

dissipative elements can be approximated by large lossless

systems [18].

IV. CONTROLLABILITY OF NETWORKED SYSTEMS

In this section, properties of the controllability Gramian P̄

of the networked system Σ will be discussed. As asymptotic

stability of the networked system is required in order to

define the Gramian, the following lemma is stated.

Lemma 3: Consider the networked system Σ as in (5) and

assume that the subsystems Σi are passive for some ε ≥ 0
and that (2) is a minimal realization. Then, the networked

system Σ is asymptotically stable if ε > 0.

Proof: The proof follows from [14]. In particular, by

passivity, there exists a function V satisfying (8) for all

i ∈ {1, . . . , n̄}. Due to minimality of Σi, this function is

positive definite (see [23]). Then, the time-differentiation of

the composite function V̄ (x) =
∑n̄

i=1 V (xi) leads to

˙̄V (x) ≤
n̄
∑

i=1

vTi wi − ε|wi|2 = vTw − ε|w|2. (18)

The substitution of (4), for u = 0, in (18) gives

˙̄V (x) ≤ −wT((εI + L)⊗ I)w ≤ 0. (19)

For ε > 0, the matrix (εI + L)⊗ I is positive definite

(as L = LT
< 0). Then, asymptotic stability follows from

observability of Σi via LaSalle’s invariance principle.

Now, the following theorem can be stated, which shows

that, the controllability Gramian can be written in a conve-

nient form for systems satisfying Assumption 1.

Theorem 4: Consider the networked system Σ as in (5),

where the subsystems Σi as in (2) satisfy Assumption 1.

Then, Σ is asymptotically stable and the controllability

Gramian of Σ can be written as

P̄ = Ξ⊗ P, (20)

with P the controllability Gramian of the subsystems Σi and

Ξ = ΞT the unique solution of

(

1
2I + σL

)

Ξ + Ξ
(

1
2I + σL

)T − ΓΓT = 0. (21)

Proof: Asymptotic stability of Σi follows directly from

Remark 2 and Lemma 3. Consequently, the controllability

Gramian P̄ is uniquely characterized by the Lyapunov equa-

tion (7). Thus, if Ξ⊗ P is shown to satisfy (7), it is in fact

the controllability Gramian P̄ . Therefore, (20) is substituted

in (7), along with the definitions of Ā and B̄, leading to

(I ⊗A− L⊗BC)(Ξ ⊗ P ) + (Ξ⊗ P )(I ⊗A− L⊗BC)T

+ (Γ⊗B)(Γ⊗B)T = 0. (22)
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Then, exploiting the property (1) yields

Ξ⊗ (AP + PAT)− LΞ⊗BCP − ΞLT ⊗ PCTBT

+ ΓΓT ⊗BBT = 0. (23)

At this point, it is recalled that Assumption 1 implies, by

Lemma 1 and Lemma 2, that CP = σBT. The substitution

of this result in (23) yields

− Ξ⊗BBT − σLΞ⊗BBT − σΞLT ⊗BBT

+ ΓΓT ⊗BBT = 0, (24)

where the leftmost term is obtained by applying (9). Group-

ing terms in (24) and multiplication with −1 leads to

(

Ξ + σLΞ + σΞLT − ΓΓT
)⊗BBT = 0. (25)

Here, the matrix BBT contains at least one non-zero element

(minimality of Σi ensures that the pathological case B = 0
is excluded). However, by (21), the left-hand-side of the

Kronecker product (25) equals zero. Consequently, (22)

holds and the controllability Gramian P̄ satisfies (20).

The characterization of the controllability Gramian in The-

orem 4 provides several advantages. In particular, the result

(20) gives a characterization of P̄ in which the influence

of the subsystems and the interconnection topology can

be considered separately. Namely, P is the controllability

Gramian of the subsystems Σi, which can be obtained

by analyzing the subsystems only and is independent of

the interconnection topology. Next, the matrix Ξ directly

depends, through (21), on the graph Laplacian L and the

Hankel singular value σ of Σi. Thus, Ξ can be obtained

without explicitly taking the dynamics of the subsystems

into account. As a result, (20) allows for a direct analysis

of the influence of the interconnection topology on the

controllability Gramian P̄ .

Besides providing insights in the structure of the control-

lability Gramian P̄ , Theorem 4 also enables a numerically

efficient approach towards the computation of P̄ . Rather than

computing P̄ directly through (7), the result (20) suggest the

computation of P and Ξ through the Lyapunov equations (9)

and (21), respectively. As the latter two Lyapunov equations

are of significantly smaller dimension than (7), this gives a

large computational advantage.

Remark 3: The Lyapunov equation (21) can be associated

to a linear system with system matrix −(12I + σL) and

input matrix Γ. As the controllability properties of this

system are determined by the pair (L,Γ), existing results

on the relation between controllability and graph-theoretical

properties (through L) as given in [17], [15], [24] apply. ⊳

Remark 4: Even though it is assumed that the intercon-

nection (4) is such that the matrix L is the graph Laplacian,

the result in Theorem 4 can be shown to hold for arbitrary

matrix L (as long as asymptotic stability of Σ is guaranteed).

Specifically, by replacing L by L + D, where D =
diag{di} is a diagonal matrix, the result also holds when

the graph G contains self-loops (with weights di). In light

of the interpretation given below (17), this might also be

interpreted as the coupling of non-identical subsystems in

which the lossless part Σl
i as in (17) remains unchanged. ⊳

Remark 5: As σ and L appear as a product in (21), it is

clear that a change in the magnitude of the Hankel singular

value σ has the same effect as a change in the coupling

strength (i.e., replacing L by κL for some gain κ > 0).

Next, let Ξσ denote the solution of (21) for a given σ and

assume the graph is connected (such that the zero eigenvalue

of L has multiplicity one). Then, it can be shown that

lim
σ→∞

Ξσ =

(

1
TΓΓT

1

n̄2

)

11
T (26)

holds, indicating that for large Hankel singular value (or,

equivalently, strong coupling) the only practically control-

lable direction corresponds to the case in which the subsys-

tems Σi have the same trajectories (when ΓT
1 6= 0). ⊳

Theorem 4 requires the conditions in Assumption 1 to

guarantee the existence of the decomposition (20). However,

these conditions are, to some extent, also necessary.

Lemma 5: Let there exist a matrix Ξ̃ = Ξ̃T such that

the controllability Gramian P̄ of the asymptotically stable

networked system Σ as in (5) can be written as P̄ = Ξ̃⊗ P ,

with P the controllability Gramian of the asymptotically sta-

ble controllable subsystems Σi as in (2). Moreover, assume

that the systems are single-input single-output (m = 1) and

that Γ is chosen such that LΓ 6= 0. Then, one of the following

relations hold:

1) Ξ̃ = ΓΓT and C = 0, with C the output matrix of Σi;

2) There exists a parameter σ̃ > 0 such that σ̃BT = CP ,

PQ = σ̃2I and where Ξ̃ satisfies
(

1
2I + σ̃L

)

Ξ̃ + Ξ̃
(

1
2I + σ̃L

)T − ΓΓT = 0. (27)

Here, Q denotes the observability Gramian of Σi.

Proof: By asymptotic stability of Σ, the controllability

Gramian P̄ is given as the unique solution of (7). The

substitution of P̄ = Ξ̃⊗ P in (7) leads to

LΞ̃⊗BCP + Ξ̃LT ⊗ PCTBT = (ΓΓT − Ξ̃)⊗BBT, (28)

where the definitions of Ā and B̄ as well as the Lyapunov

equation (9) are used. It is remarked that the matrices LΞ̃,

Ξ̃LT and ΓΓT − Ξ̃ are all of the same dimension. Let αij

denote the ij-th entry of LΞ̃, denoted as αij := (LΞ̃)ij .

Moreover, set βij := (ΓΓT − Ξ̃)ij . Then, the ij-th block of

the Kronecker product (28) reads

αijBCP + αjiPCTBT = βijBBT, (29)

where the property αji = (Ξ̃LT)ij is used. Clearly, in order

to satisfy (28), (29) has to hold for all indices ij. Two distinct

solutions of (29) can be found, which are discussed next.

A first solution to (29) is obtained when βij = 0 for all

ij, which translates to Ξ̃ = ΓΓT. Then, it follows from the

assumption LΓ 6= 0 that there exists indices ij such that

αij = (LΞ̃)ij = (LΓΓT)ij is nonzero. In this case, as B 6= 0
and P ≻ 0, it follows from (29) with βij = 0 that C = 0,

thus providing the first relation.

To obtain the second solution, it is assumed that there

exists indices ij such that βij 6= 0. Here, it is noted that
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βij = βji due to symmetry of the matrix ΓΓT − Ξ̃. Then,

summing the equation for the block ij as in (29) and the

corresponding equation for the block ji leads to

(αij+αji)BCP+(αji+αij)PCTBT=(βij+βji)BBT, (30)

where αij + αji is necessarily nonzero for (30) to hold.

Then, a parameter σ̃ can be defined as σ̃ =
βij+βji

2(αij+αji)
.

It is remarked that σ̃ is constant (i.e., independent of the

indices ij), as no consistent solution exists otherwise. Thus,

the application of σ̃ in (30) yields

BCP + PCTBT = 2σ̃BBT, (31)

which has a solution σ̃BT = CP . This solution is unique

when the systems Σi are single-input single-output, as as-

sumed in the statement of this lemma. To prove the relation

PQ = σ̃2I , the observability Lyapunov equation (10) is

considered. Exploiting σ̃BT = CP in (10) gives

ATQ+QA+ σ̃2P−1BBTP−1 = 0, (32)

where it is noted that P−1 exists due to the assumption of

controllability of Σi, implying P ≻ 0. Due to asymptotic

stability, the solution of (32) is unique, and a comparison

with (9) shows that Q = σ̃2P−1, proving the desired result.

Finally, (27) follows as in the proof of Theorem 4.

The first condition in Lemma 5 corresponds to the case when

there is no interconnection between the systems Σi (due to

C = 0). As a result, controllability properties are determined

only by the distribution of the external input u amongst the

subsystems through the input matrix Γ. The second relation

is more relevant and corresponds, for single-input single-

output subsystems, to Assumption 1, indicating that systems

satisfying this assumption are in fact the only systems for

which a decomposition of the form P̄ = Ξ̃⊗ P holds.

V. SYMMETRIES IN NETWORKED SYSTEMS

The controllability Gramian P̄ provides a full characteri-

zation of controllability of the networked system Σ and has,

by Theorem 4, an insightful structure when the subsystems

satisfy Assumption 1. For example, P̄ can be used to directly

find the controllable subspace Xc of the network (5). The

next theorem shows that (a generalized form of) symmetry

in the interconnection topology directly implies that Σ is

uncontrollable (i.e., Xc is a proper subset of Rnn̄).

Theorem 6: Consider the asymptotically stable networked

system Σ as in (5). If there exists a non-identity permutation

matrix S and a matrix X such that

(I − S)L = X(I − S), (33)

(I − S)Γ = 0, (34)

then the networked system is not fully controllable. In

particular, the orthogonal complement of Xc satisfies

range((I − S)T ⊗ I) ⊆ X⊥
c . (35)

Proof: In order to prove the theorem, the Lyapunov

controllability equation (7) is pre- and post-multiplied by

m1 m2

d k
qi,1 qi,2

vi
Fig. 1. Two-mass mechanical subsystem Σi.

Σ1 Σ2 Σ3 Σ4
11 κ

u

Fig. 2. Networked system Σ of size n̄ = 4 of subsystems Σi.

(I − S)⊗ I and (I − S)T ⊗ I , respectively, leading to

0 =
(

I ⊗A−X ⊗BC
)

((I−S)⊗I)P̄ ((I−S)T⊗I)

+ ((I−S)⊗I)P̄ ((I−S)T⊗I)
(

I ⊗A−X ⊗BC
)T
. (36)

Here, the relations (33) and (34) as well as the Kronecker

product property (1) are used. Next, by exploiting the sin-

gular value decomposition of (I − S) in the relation (33),

the eigenvalues of X can be characterized. This charac-

terization can be shown to imply stability of the matrix

(I ⊗A−X ⊗ BC), as appears in (36). Consequently, (36)

is a Lyapunov equation with a unique solution, which reads

((I − S)⊗ I)P̄ ((I − S)T ⊗ I) = 0. (37)

It is well-known (see, e.g., [1]), that Xc = range(P̄ ), such

that the orthogonal complement satisfies X⊥
c = null(P̄T) =

null(P̄ ). Symmetry of P̄ in (37) implies that P̄ ((I −
S)T ⊗ I) = 0, such that the range of (I − S)T ⊗ I forms

part of the null space of P̄ , which proves the result (35).

An important subclass of the conditions in the statement of

Theorem 6 is obtained when X = L in (33), leading to

SL = LS. (38)

Condition (38) represents a graph automorphism [8] and

characterizes symmetry properties of a graph G. Such sym-

metries are studied in the context of controllability in [17],

where it is shown that (when combined to condition (34))

symmetry implies uncontrollability. Theorem 6 thus gener-

alizes these results in two aspects. Firstly, (33) represents a

relaxation with respect to (38), and, secondly, systems with

higher-order internal dynamics are considered in this paper.

Remark 6: In [16], it is shown that, for autonomous net-

works, the condition (33) implies the existence of a invariant

manifold corresponding to a partially synchronized state. The

additional condition (34) in Theorem 6 basically implies that

this manifold is independent of the input signal, providing a

link between controllability and (partial) synchronization. ⊳

VI. ILLUSTRATIVE EXAMPLE

To illustrate the results of Section IV, a network of me-

chanical systems as in Figure 1 is considered. After choosing

the state components as xi = [m1q̇i,1 m2q̇i,2 qi,1 − qi,2 ]T
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Fig. 3. Eigenvalues λi(Ξ) for varying coupling strength κ.

and output wi = q̇i,1, the dynamics of Σi can be written in

the form (16), where σ = (2d)−1 and

J =





0 0 −1
0 0 1
1 −1 0



, 1
σ
Q =





1
m1

0 0

0 1
m2

0

0 0 k



, B =





1
0
0



. (39)

Four subsystems Σi are coupled as in (3) according to a path

graph, see Figure 2. Here, the coupling strengths are given

as l12 = l21 = l23 = l32 = 1 and l34 = l43 = κ, whereas an

external input is applied to the second system, such that Γ =
[ 0 1 0 0 ]T. As Σi as in (39) satisfies Assumption 1, the

result of Theorem 4 applies and the controllability Gramian

P̄ is given as, for d = 1 (σ = 1
2 ) and κ = 1,

P̄ = Ξ⊗ P =
1

10









0.478 0.956 0.382 0.149
0.956 3.920 0.804 0.214
0.382 0.804 0.306 0.116
0.149 0.214 0.116 0.058









⊗ P, (40)

with P = σ2Q−1 and Q as in (39). Because of the

partitioning (40), the effect of the coupling strength κ can be

assessed by analyzing Ξ only. In particular, the eigenvalues

of P̄ are given as the products λi(Ξ)λj(P ), with λi(Ξ),
i ∈ {1, . . . , n̄} and λj(P ), j ∈ {1, . . . , n} the eigenvalues

of Ξ and P , respectively [3]. Therefore, the eigenvalues

λi(Ξ) for varying κ are shown in Figure 3. Here, it can

be seen that the networked system becomes (practically)

uncontrollable for small or large values of κ. Namely, for

small κ, subsystem Σ4 becomes almost uncoupled from

the network, making it very hard to control. Moreover, the

remaining networked system with subsystems Σ1 to Σ3 is

symmetric with respect to the input location, such that the

difference between subsystems Σ1 and Σ3 is very hard

to control as well. On the other hand, for large κ, the

subsystems Σ3 and Σ4 are so strongly coupled that they

are very hard to control independently.

VII. CONCLUSIONS

In this paper, controllability properties networked pas-

sive linear systems are analyzed through the controllability

Gramian. It is shown that, for a class of passive subsystems,

the Gramian can be decomposed into two parts, which are

related to the subsystems and the interconnection topology,

respectively. Moreover, a relation between (a generalized

form of) network symmetry and controllability is presented.

Future work will focus on the use of these results in the

scope of model reduction for networked systems as in [19].

REFERENCES

[1] P.J. Antsaklis and A.N. Michel. Linear systems. Birkhäuser, Boston,
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