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ABSTRACT

The control of physical systems is increasingly being done by re-
sorting to networks to transmit information from sensors to con-
trollers and from controllers to actuators. Unfortunately, this re-
liance on networks also brings new security vulnerabilities for con-
trol systems. We study the extent to which an adversary can attack
a physical system by tampering with the temporal characteristics
of the network, leading to time-varying delays and more impor-
tantly by changing the order in which packets are delivered. We
show that such attack can destabilize a system if the controller was
not designed to be robust with respect to an adversarial scheduling
of messages. Although one can always store delayed messages in
a buffer so as to present them to the control algorithm in the or-
der they were sent and with a constant delay, such design is overly
conservative. Instead, we design a controller that makes the best
possible use of the received packets in a minimax sense. The pro-
posed design has the same worst case performance as a controller
based on a buffer but has better performance whenever there is no
attack or the attacker does not play the optimal attack strategy.
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1. INTRODUCTION

The increased coupling between embedded computing technolo-
gies and modern control systems has opened the door for develop-
ing many engineering systems with growing complexity. In such
systems, commonly termed cyber-physical systems (CPS), infor-
mation from the physical world is quantized and processed using
digital electronic components, and decisions taken by these “cyber
components” are then applied to the physical world [20, 22]. Un-
fortunately, this tight coupling between cyber components and the
physical world oftentimes leads to systems where increased sophis-
tication comes at the expense of increased vulnerability and secu-
rity weaknesses. There exist several examples of attacks on CPSs
such as the first-ever control system malware called Stuxnet [26,
23], and other staged attacks in power generators [16].

Therefore, the study of the effect and mitigation of attacks in
CPSs has gained a great attention in recent years [21, 1, 6, 8, 25]. At
the heart of CPSs is the network through which various components
of the system exchange information. Hence, the analysis of attacks
in the communication network, their detection, identification, and
defense strategies are of major importance.

Recently, several researchers have studied the effect of attacks in
the data communication of networked control systems [1, 10, 19,
32]. The work in [1, 10] focuses on the design of feedback con-
trollers that minimize a control objective function. In this case, no
delays are considered but only packet losses. The design of predic-
tive controllers under delays and packet losses is proposed in [19],
but out-of-sequence measurements are not explicitly considered in
their solution. In [32], replay attacks are considered where the ma-
licious node is able to replay old control messages that are sent to
actuators.

In this paper, we devise a robust output-feedback controller which
is resilient to an attack to the scheduling of packets in a networked
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Figure 1: Typical networked cyber-physical system with an ad-
versarial attack on the shared network.

control system. An attack on the scheduling algorithm will lead to
time-varying delays and more importantly can lead to a change in
the order by which packets are received. The proposed controller
uses the available information (received packets up to the current
time) so as to be robust with respect to such attack. Notwithstanding
this fact, such controller has no worse performance than a controller
that stores the received messages, reorders them, and presents them
to the controller with a constant delay. Moreover, the proposed con-
troller has better performance whenever there is no attack or the
attacker does not launch the worse possible attack.

The rest of this paper is organized as follows. Section 2 intro-
duces how a packet scheduling attack can be mounted and the as-
sumptions on the attacker. Formal presentation of the problem along
with the proposed controller and simulation results are presented in
Sections 3 and 6 respectively. Finally, Section 7 concludes this pa-

per.

2. PACKET SCHEDULING ATTACKS

In typical networked cyber-physical systems, multiple sensors
send information to controllers through a shared communication
channel, and controllers transmit control packets to actuators that
are connected to the physical system. An illustration of a networked
cyber-physical system is shown in Figure 1.

Data packets are scheduled for transmission and they must ar-
rive to their destination node before a certain allowed deadline. In
our work, we consider one controller that is co-located with the
actuators. Accordingly, we will focus on attacks mounted only in
the path between the multiple sensors and controller. We also as-
sume that all the network nodes use cryptographic algorithms to
encrypt, decrypt and authenticate packets. This prevents an adver-
sary from changing the content of the packets. Replay attacks are
also excluded in our scenario since packets are timestamped before
encryption and the timestamps can be used to detect the replay of
old data.

We consider stealth or covert attacks in which an attacker does
not want the attack to be detected. One possible such attack consists
of influencing the temporal characteristics of the network. It will re-
sult in time-varying delays and data packets possibly received out-
of-order. However, to remain stealth, the attacker will not be able
to delay the packets beyond a maximum allowable delay consistent
with the network protocol in place.

This attack, if not addressed by the controller, can lead to un-
stable behavior. Figure 2 shows an example of a system with a
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Figure 2: Example showing that packet scheduling attack can
render the closed loop system unstable. The upper figure shows
the response of the system under the attack (red, dashed line),
versus the nominal behavior in the absence of the attack (black,
solid line). The bottom figure shows the effect of the adversary
on the packet delivery, the cross mark denotes a packet deliv-
ered out of its order, while the circle denotes packet received in
the correct order. Height of the bars denotes the delay induced
in the each received packet.

classical Luenberger state observer and LQR controller (for for-
mal definition of these terms please refer to [2]). In this example,
the batch-reactor [27], a fourth order open-loop unstable system is
simulated against both attacked and un-attacked packet schedules.
The attack takes place in the path between from the sensor node to
the controller node. Figure 3 shows how the packets are received
where a cross sign indicates a message that is received out of its
specified order and a circle indicates a packet received in the cor-
rect order. The height of the bars indicates the induced delay by the
attacker. This example clearly shows that such attack on the packet
scheduling can lead to instability.

Packet scheduling attacks can be easily mounted to both wired
and wireless communication channels using several techniques. A
direct way of performing this attack is by an adversary placing ma-
licious software on one of the packet routers in the path between
sender and receiver.

Another way of mounting this attack is by means of resource un-
fairness attacks [7]. Unfairness is a weak type of Denial-of-Service
(DoS) attacks. Both wired and wireless communication channels
are exposed to unfairness attack. In wireless communication chan-
nel, an adversary can exhaust the shared communication channel
by repeatedly sending packets leading to packet collision and auto-
matic re-transmission, leading packets to miss their deadlines. Even
wired networks are subject to unfairness attack. For example the ar-
bitration mechanism of CAN bus can be easily attacked by adding a
node to the bus which is able to flip just one bit in the identification
part of the CAN packet leading to a maliciously dropping of spe-
cific packets from the network and firing automatic transmission by
the CAN controller [17].

From this discussion, the effect of packet scheduling attacks can
be seen as an attacker who can adversarially: 1) add a time-varying
delay to the network and 2) alter the order by which packets are
received by the controller. This scenario is illustrated in Figure 3.
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Figure 3: An adversarial attack affecting the packet schedul-
ing sent by sensors to the controller node can introduce time-
varying delays leading to, A) packets delivered within the al-
lowed deadline B)Packets delivered out of its order C)multiple
packets received at the same time instance.

The influence of the delay and missing data on the control sys-
tem is a classic control analysis problem [9, 2]. Since the intro-
duction of networked control systems, the analysis on the effect of
fixed and time-varying delays as well as data loss on the control
system has been the focus of much research [11, 12, 18, 31, 13,
29]. Even though the influence of short delays (lower than a sam-
pling period) has been extensively studied, the effect of long delays
and out-of-sequence messages has received less attention from the
control community. The typical proposed solutions for a practical
control system design under out-of-sequence messages is to: 1) uti-
lize a buffer with length equal to the maximum expected message
delay, thus avoiding any out-of-sequence issues [11, 12, 18] or 2)
discard any out-of-sequence messages, assuming that the penalty
for not using such packets is low [24, 13]. Such approaches may
not be suitable since in case 1) a fixed delay is introduced in the
system and no improvement is made when messages actually ar-
rive with no delay, and in case 2) such strategy may discard a large
amount of messages for persistently out-of-sequence messages.

This could be allowed for specific robust control system designs,
but it is obvious that it may in general exhibit low control perfor-
mances, depending on the delay values.

Another approach was proposed in [15] where optimal control
under long delays and out-of-sequence measurements for linear
stochastic systems is discussed. Even though out-of-sequence mea-
surements are utilized to improve the state estimate, a new control
actuation is not performed whenever this occurs. This assumption
is not motivated by the authors and it can suffer the same drawbacks
as the buffer approach. Furthermore, it is unclear what is the right
statistics to be used in the case of an adversarial attack. A similar
approach is described in [14]. Several researchers have looked at
the problem of optimal estimation under out-of-sequence measure-
ments [3, 30, 28] but with no consideration of the control system.

A direct over-designed controller can be implemented in this
case by inserting a buffer at the controller node where all pack-
ets are stored, correctly reordered and then used by the controller
after a fixed delay. We argue that an opportunistic design that takes
care of the varying-delay and/or the out-of-sequence behavior can
lead to better performance measured by means of a cost function.
We formalize these assumptions in the next section.

3. MINIMAX CONTROL UNDER PACKET
SCHEDULING ATTACK

In this paper, we consider a discrete-time linear time-invariant
control system subject to both state and output disturbances. The
dynamics of the system are described by:

Trt1 = Ay + Buy + Dwy,

(3.1)
yr = Czxp + Ewy,

where z, € R",y, € Y C R, up € U C R™,andwy, € W C R?
are the system state, output, control input, and disturbance input,
all at time k € N respectively. We have the following assumptions
about the system and attacker capabilities:

(A1) There exists an upper bound 7" for the packet delay in the
underlying network.

(A2) A cryptographic protocol is used to encrypt, decrypt and au-
thenticate the packets.

(A3) Packets are timestamped before being encrypted.

(A4) The attacker is capable of introducing time-varying delays
on the packets. However, in order for the attacker to be kept
stealthy, he will not delay a packet by more than 7" time units.

The objective is to design a dynamic controller which is robust to
the attack under consideration. It is beneficial to take the attacker’s
role to see how he should attack the system. The adversary by at-
tacking the packet scheduling, i.e., by adding time-varying delays
and/or altering the order of the packets, is actually preventing the
controller from attenuating the effect of disturbances by preventing
the controller from monitoring the exact state of the system. Hence,
anatural defense strategy is to design a controller that is robust with
respect to the worst disturbance input that is compatible with the
received sequence of observations and the generated sequence of
control actions. This leads to a minimax controller design using a
dynamic game approach.

We follow the general framework of [4] to design a robust feed-
back controller using a zero-sum game-theoretic approach. The de-
signed controller can be viewed as a dynamic game between two
players. The controller is the minimizer player who tries to mini-
mize the finite horizon quadratic cost (3.2) while the disturbance is
the maximizer player.

Ty (1 v) = |z, +

=

(g + [url® = 7 fwel®) =7 |21ld,-  (32)
k=1

Here, 4t = pipe ... pux is the sequence of control inputs applied
by the first player, v = viv2 ... v is the sequence of disturbance
inputs applied by the second player, K is the finite horizon length,
x1 is the unknown initial state of the system, and v € R is the
disturbance attenuation level. We use the notation |.| to denote the
Euclidean norm with positive definite weighting matrices Q, @y
and Qo of appropriate dimension.

The objective of the first player (controller) is to drive the state
to zero while minimizing J. The objective of the second player
(disturbance) and of the attacker is to increase the cost J as much as
possible. Note that when the game admits a solution, the controller
ensures the following bound for the effect of the disturbance:

1<l < Allell, (3.3)
where
K
ISl = lersald, + (loeld + ukl®),
k=1
and

K
lloll = lz1ld, + > (Jwkl?).
k=

1

We show in this paper that this game obeys the conditions re-
quired for certainty equivalence [5] even under the varying-delay



and/or the out-of-order messages imposed by the attacker. Under
certainty equivalence, one can split the design problem into two
parts: the first is to design an observer which estimates the worst
possible state that matches the sequence of available inputs and
outputs; the second is to design a controller which makes use of
the estimated state in order to generate the new control input.
Following these steps, the worst case state estimator works as
follows. Whenever the observer receives an out-of-order packet, it
starts by reordering the set of previous 7' messages, computes the
worst case disturbance which is compatible with the available in-
formation, finds the corresponding worst case state estimate, and
then plays the game as if the actual state was already located at
this worst case estimate. The next two sections discuss the details
of both the certainty equivalence property and how to construct the
worst case observer and controller under the specified attack.

4. CERTAINTY EQUIVALENCE

Before we formulate the certainty equivalence property, we need
to introduce some notation.

4.1 Notation

Recall that ux, € U and wir, € W denote the control input, and
disturbance input at time k respectively. We reserve the symbols
y, u, and w to denote the sequence of outputs, control inputs and
disturbance inputs of finite length, i.e., y € Y™, v € U”*, and
w € W™ respectively.

The overall disturbance w is defined as the combination of the
initial condition and the disturbance:

w = (z1,w), weN:=R"x W™ 4.1)

We denote the solutions of (3.1) under the effect of sequences of
inputs v and disturbances w as:

Tt = ¢t(u7w7xl)a (42)

yr = ne(u, w, x1). (4.3)

The conditions ensuring the certainty equivalence property are

formulated in terms of the allowing information sets and its ele-
ments:

y eYT, (4.4)
u e U, (4.5)
w' €W, (4.6)
W €QT =R" x W". 4.7

where X ¢ denotes the e-fold cartesian product of X with itself.

Similarly we denote by i to be the sequence of outputs 172 . . . -

Let us consider the partial information problem. For any given
integer 7 € {1,2,...,k} and sequence pair (@,7) € U” x Y7,
we define the following subset Q- (@, §) of

Qe (a,9) = {w € Qi (@, w) = Gr, k= 1,...,7},  (4.8)

which denotes all the disturbance sequences which are compatible
with the input and output strings up to time 7. We also introduce
the following notation for the set of restrictions of 2, :

QL (a,7) ={w" € Q|w e Q(4,7)}. 4.9)

In the following discussion we drop the argument (4, §), however,
one always needs to remember that {2, and its restriction are only
the disturbance strings that are compatible with the observed se-
quences of inputs and outputs.

4.2 Certainty Equivalence

In this subsection, we review the the conditions under which cer-
tainty equivalence is known to hold.

4.2.1 Information Process

The controller (first player) does not have complete knowledge
about the disturbance string nor about the system state. The obser-
vation process 6, maps the observed inputs ©” € U” and outputs
y" € Y7 to the set 2, of all disturbances compatible with these
observations. Hence 0, describes all the information about the dis-
turbance that player 1 can extract from its observations. We note
that 0, satisfies the following properties:

o Consistency:

Vu e U Vw € Q, V71 € [1, K],w € Qr(u,n" (u,w)).
(4.10)

e Perfect Recall:

YueU VweQr >1=0Q,CQ,. 4.1

e Strict non-anticipativeness:

Vue U VweQVre[l,Kl,weQ ow el '
(4.12)

4.2.2  Assumption I:

The perfect-state information two-person zero-sum game where
the disturbance has access to u, admits a state feedback saddle-
point solution leading to the upper value function of the Isaacs
equation:

Vi () = min max V41 (Azg + Buk + Dwi)+

+ (lznld + lul® = 2% |wel*) , “.13)
Vi1 = |lzx41]d, -
which represents the upper value of the game with performance
index (3.2). Under this assumption, the minimum in « is unique for
every (k, x).
4.2.3 Assumption II:

Introduce the following controller:
fr(@ g = (), (4.14)

where, ) denotes the optimal controller strategy for the perfect
state measurement problem and /i, is the controller which is based
on the worst case estimate of the state &7 up to time 7 based on the
available string of inputs and observations @™ 1, 77 1.

The control sequence generated by this controller is such that the
following saddle point property holds for all w € Q and 7 € [1, K]

min max G,(7" '.u,w)= max minG, (7 ".u,w),
w u

U weERr_q (S
(4.15)
where G- is the auxiliary performance index:
K
Gr(u”, W) = Vega(@rin) + ) (Jorlg + luel® =+ |wrl?) -
k=1
(4.16)

4.2.4 Certainty Equivalence Principle:
For the partial information process and under assumptions I and
I1, the following problem has a solution for every 7:

G-(@" WY, 4.17
Jmax (@ W) (4.17)



Moreover, the solution of this problem yields a uniquely defined
minimax controller ji. (@™ *,%” !). This result means there ex-
ists a worst case disturbance that matches the string of inputs and
partial observations available up to time 7. Accordingly, the opti-
mal minimax strategy for the first player is to construct a pair of
controller and observer, where the controller is exactly the same
as the optimal controller for the perfect state measurement, except
it utilizes the state estimate instead of the measured state. The ob-
server uses the information available up to time 7 to estimate the
worst case disturbance sequence and then use this information to
estimate the worst case state trajectory which matches the string of
inputs and outputs up to time 7.

S. MINIMAX ESTIMATOR AND
CONTROLLER DESIGN

We now switch the focus into how to utilize the certainty equiva-
lence principle to design a worst case controller and observer which
satisfy assumption II from the previous section. We will start by
stating the following results proved in [4] upon which we base our
results.

Consider a linear time invariant system subject to disturbance
modeled with (3.1), and, along with the cost function (3.2). Sup-
pose that at time £ > 7" only information up to time k — 7" is avail-
able to the controller and 7" is fixed. In other words, let’s consider
the information structure ()._r, this measurement process satis-
fies the three hypotheses (4.10)-(4.12). Accordingly, the auxiliary
problem from Assumption II can be re-written as:

max G, (@ Hw ), (5.1
wT—leQl 7,
where
=T

Gra(u™ W) = Ve(a) + (lzkld + Jun|® = 72 |wr]?)
k=1
T—1
2 2 2 2
+ 3 (lawld + lunl = 7wl
T—T+1

which will result in an observer which is able to estimate the
worst case disturbance (and thus the system state) which matches
the strings of inputs and outputs up to time 7 — 7. Then, by using
forward dynamic programming, another observer can be used to
estimate the worst case disturbance for the remaining time [7 —
T + 1,...7] where no observations are available to the controller.

Consider also the following dynamic controller which consists
of the following controller/observer pair:

up = —B" (M}, + BB" =y ?DD")"!

AL =TS M) T T (5.2)
Tepr = A — v *SkQ) ™' Tk + Bus. (5.3)
Erp1 = Ay + Bug + A5+ CTNTIC—y72Q) 7!

(v7?Qin+ CTN (g — Cin)) (5.4)

where N = ET F and with initial conditions

ifr<T

1 =0, 71 =0,
. (5.5
if 7>1T

Tr—T41 = Tr—T+1,
where 2 represents the closed-loop observer which incorporates

the messages being received to update the current state estimate,
while ), represents the open-loop observer which runs over the

period with no messages being received while taking into account
the worst case disturbance.

Additionally, M and ¥ are the solutions of the following Game
Algebraic Riccati Equation (GARE):

My = A(M}, + BB” —472DD") ' A+ Q7Q,

My = Qs (5.6)
Sp1 = AT +CTNTIC —472Q) AT + DD

Si=Q! (5.7
S = A =y 2Q) AT + DD, (5.8)

where k41 has initial conditions

=0 if r<T
{ =0 nrs (5.9)

i-,—fTJrl =3 741 if 7>T

PROPOSITION 5.1 (THEOREM 6.6 IN [4]). The controller and
observer pair described by (5.2)-(5.9), guarantees that minimax
control for (3.1), with quadratic cost given by (3.2), achieves achieves
the performance level of vy if the following conditions are satisfied:

o The Riccati equations (5.6) and (5.8) must admit a solution
over [1, K + 1], and the Riccati equation (5.7) has a solution
over [1, K — T +1].

o The solution of the Observer Riccati equation (5.8) must sat-

isfy:

p(ErQ) <42, k=1, K+1. (5.10)

o The solution of the two Riccati (5.6) and (5.8) equations must
satisfy :

p(Eki1Mis1) <92, k=1,.., K. (5.11)

This proposition show that this observer is able to always esti-
mate the worst case state by using the information received up to
time k£ — 7T and then run a worst case open-loop observer for the
period where no information is available.

Now we can generalize this result into the case of networked
system under the specified attack.

5.1 Minimax Estimator and Controller under
Packet Scheduling Attack

In order to design a minimax controller, we need first to check
that all the assumptions required for certainty equivalence hold.
First, lets examine the information structure presented in this situ-
ation. The packet scheduling attack affects mainly the information
process and the amount of information presented at the controller
at each time instance.

We can define the following set:

T = {k € {1, ..., 7}|packet is received and has timestamp = k}

(5.12)

The information structure for the system under attack can be then
defined as:

Q- (4,7) = {w € Qi (i, w) = gk, k € T}, (5.13)
since packets are timestamped and can be reordered according to
the time-stamps, it is not difficult to see that this information struc-
ture satisfies assumptions (4.10)-(4.12).

For the rest of the certainty equivalence assumptions, assump-
tion I is not related to the packet reception behavior and thus it



follows directly if the system without the attack does satisfy this
assumption, thus the system under the attack satisfies them as well.
Assumption II requires that the designed controller and observer
satisfies the saddle point equation shown. This will be discussed in
the remaining of this section.

Consider now the auxiliary problem defined in Assumption II.
For the system under attack, the auxiliary problem can be written
as:

max  Gr_ (@7 W', (5.14)
wT—1ehT 7]
where
Gr (@ WY = Vi) + Z (Jzkld + |ukl® = ¥ |wi]?)
kET
+ > (el + uel® = 7 wil®) -

kgT

With again the same intuition of having an observer which esti-
mates the worst case disturbance over the time slots where the con-
troller has information and then runs an open-loop (forward dy-
namic programming) to estimate the worst case for the remaining
time where no information is available. Algorithm 1 utilizes this
intuition.

As define above, Y, is used when there is a measurement re-
ception, and X5, whenever the system is in open-loop and no mea-
surement is received at the controller. We define ¥, as taking the
value of either Xy, or y in the case of reception or no reception, re-
spectively, of a message. An auxiliary state is also introduced as Z,
which follows the same definition depending on the reception or no
reception of a measurement. Additionally, we define the time step
at which a packet is transmitted as ¢x. The current time is denote as
. The number of packets received at each time interval is denoted
as Nprts. Since multiple packets may arrive during the last time
interval, we denote ti as the time of each packet i € [1, Npgss).
We also define the buffers, ©, € R+ @, ¢ R™T+D,
0, € R®T+Y and 5 € R(™T+1) wwhich store the values of
Tk, Uk, Yx, and Ty, in the interval [k — T — 1, x]. Values are stored
in ascending order of transmission time and if a measurement does
not arrive at the controller at a particular time k, then ©,(k) €
(empty). We summarize this discussion in the following result:

THEOREM 5.2. The implementation of the dynamic observer
and controller pair shown in algorithm 1 guarantees that the min-
imax controller achieves the performance level of 7y for the system
under the packet scheduling attack, described by the assumptions
(Al)-(A4), if the same conditions of proposition 5.1 are satisfied.

PROOF. Algorithm 1 utilizes the same controller as proposi-
tion 5.1. Thus, with the conditions of Certainty Equivalence be-
ing satisfied, it is sufficient to show that the observer described in
algorithm 1 constructs the worst case state estimate under the in-
formation pattern imposed by the packet scheduling attack.

Define y” (A) to be:

- yi, 1=1,...T—A
A) = 5.15
v (8) {0, i>T—A G-15)

proposition 5.1 guarantees that the observer defined in (5.3) and (5.4)

estimates the worst case state for the described output string y™ (T").
For the system under the attack, at each time & the observer reorders
the packets in its correct order. The string of outputs can be shown
as a concatenation of multiple y™ (A):

vi =y (A (Da) .y (An). (5.16)

Algorithm 1 Minimax control under packet scheduling attack
: Define Npr¢s and ©, based on the packets received between

—

[k —1,K].
2: if Nprts = O then > No packet received
3: Tr4+1 +— (5.3)
4: Spp1 < (58)
5: else _ > Packet(s) have received
6: t " - ming=1, N, (t%)
7: Tr4+1 < (5.9), > Initializations
8 with initial Zymin_; < Oz (k — i 1)
9: Sit1 < (5.9)
10: with initial 5;min_; < Ox(k — trin 1)
11:  fork=t"""—1:xdo > Re-compute Z and &
12: ug ¢ Ou(k — k)
13: Yk < Oy(k — k)
14: if ©,(k) € () then > No packet arrival
15: 41 < (5.3)
16: Srt1 < (5.8)
17: else > If packet arrived
18: Tr41 5.4
19: Sit1 < (5.7)
20: end if
21: end for
22: end if
23: My <+ (5.8)
24: up < (5.2)

The observer constructed in algorithm 1 can be shown as multi-
ple runs of the observer shown in proposition 5.1 over each y™7 (A ;)

separately, where 3, and S\ are now defined as Sy, [

5.2 Memory and computation requirements

The proposed estimator and controller under packet scheduling
attack requires the storage of the information 0, ©,,, ©, and Ox,
at the controller/estimator unit as detailed in algorithm 1. In the
case of the usage of a buffer approach, as discussed in Section 2,
the implementation requires the storage of the same information as
the proposed solution. This is the case as this approach computes
equations (5.2)-(5.8) which require the same information set. Ad-
ditionally, both implementations require the storage of the solution
of the Riccati equation Mj,.

With respect to the computational complexity, while the pro-
posed controller/estimator requires de online computation of 3, in
the buffer case this value can be pre-computed and stored in mem-
ory. However, this would increase the memory requirements when
compared to the propose solution.

6. SIMULATION RESULTS

We now illustrate our results using a numerical example to val-
idate the controller and estimator proposed in Section 5. The pro-
posed solution is used for the control of the Batch Reactor process
from [27] which is a fourth order unstable linear system with two
inputs with system parameters defined as

1.38 —-0.2077  6.715 —5.676
A— —0.5814 —4.29 0 0.675
1.067 4.273 —6.654 5.893
0.048 4.273 1.343 —2.104
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Figure 4: The upper figure shows the output value of the system
under the three different cases. Lower figure depicts the packet
delay induced by the attacker to each received packet.
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The worst-case process disturbance w(k) for this system is defined
in [4] and we use it also in our example. Additionally, the maximum
allowed delay in the network is set to 7" = 4. The attacker will pick
any delay between [0, 77 to affect the transmitted packet. Moreover,
we select ()¢ and () as the identity matrix.

We evaluate the proposed solution in the absence of an attack
and under a packet switching attack, and we compare it to the case
where an over-designed estimator/controller would be used. The
over-designed estimator/controller is the typical buffer case dis-
cussed in Section 2. The buffer length is defined to be the maximum
delay T' = 4.

Both the over-designed and our proposed estimator/controller are
designed using a minimax approach where ~ is picked to solve the
algebraic Riccati equations (5.7)-(5.8) for the maximum delay. We
set v = 36 which is the minimum value which renders the system
stable under the buffer implementation.

Figure 4 shows the time-response analysis for a 60 step simu-
lation of the closed-loop control system, respectively. The upper
figure shows the output value of the system under the three differ-
ent cases, and lower figure depicts the packet delay induced by the
attacker to each received packet. As the proposed controller and
state-estimator makes use of all information up to time the cur-
rent time step, an improved performance with respect to the over-
designed implementation is obtained as shown in Figure 4.

The final cost in (3.2) obtained for the proposed minimax ap-
proach is 2.03% higher than the un-attacked scenario while the
over-designed controller pays 103.3% more cost than the un-attacked
scenario. This result reflects the opportunistic nature of our design.
Figure 5 depicts the evolution of the logarithm of the control cost
log J (k) under all cases.

7. CONCLUSIONS AND FUTURE WORK

In this paper, we have introduced a minimax defense for packet
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Figure 5: Evolution of the control cost log J (k) for each of the
evaluated cases.

scheduling attacks. The main technical point is to show that the cer-
tainty equivalence property holds under the varying-delay and out-
of-order information structure. It is then straight forward to design
a worst case state-estimator and controller under this information
structure. The final design is of opportunistic nature in the sense
that it is designed for the worst case delay while immediately using
the information in the received packets. The ability to immediately
use the received information leads to better performance as mea-
sured by a quadratic cost. Simulation results show the feasibility of
the proposed design.

As future work, we could generalize the results to the case where
the attacker can mount attack on the path between the controller and
the actuator. Another research direction is investigating the case
where a system has more than one actuator, each actuator is con-
trolled by a separate controller and the packet scheduling attack
forces packets to arrive at different controllers in a different order.
Such attack will lead to controllers with different knowledge about
the system, yet they still need to be resilient.
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