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Abstract. Video camera arrays are used to capture
multi-view imagery of dynamic 3D scenes. To commu-
nicate a scene to a remote location, multiple video sig-
nals have to be compressed. Disparity compensation ex-
ploits the correlation among the image sequences and
may improve the rate-distortion efficiency of the com-
munication system. Motion compensation makes use of
the temporal correlation within each image sequence
and may also improve the rate-distortion efficiency. For
both cases, the accuracy of compensation determines
the efficiency. We study the impact on the overall rate-
distortion efficiency of both disparity compensation and
motion compensation. Further, we discuss the benefit of
coding across the views given the number of temporal
frames used for decorrelation.
Index Terms: multi-view image sequences, motion and
disparity compensated coding, video camera arrays.

1 Introduction

Capturing dynamic scenes can be accomplished
with a video camera array. Such an array may be
part of a three-dimensional TV system which en-
ables users to view a distant 3D world freely [1].
A critical component of such systems is the coding
engine that compresses the multi-view video data
into a rate-distortion efficient representation. The
most straightforward approach to the multi-view
coding problem is to temporally encode the indi-
vidual video streams independent of one another
[2]. But efficient coding can be achieved by exploit-
ing the correlation in temporal direction as well as
the correlation among the views.

Temporal correlation may be exploited by motion
compensation between temporally successive pic-
tures of each video camera. Disparity compensation
between neighboring camera views may take advan-
tage of correlation across the views. To study the
impact of the accuracy of compensation, the high-
rate model for video coding with motion-compen-
sated lifted wavelet transforms in [3] is extended

? This work has been supported by the Max Planck
Center for Visual Computing and Communication.

to assess the efficiency of coding multi-view video
sequences. Further, the impact of jointly encod-
ing N views as well as K temporally successive
pictures of each view-sequence is also investigated.
These model results are compared to data obtained
from coding experiments with selected multi-view
sequences.

The paper is organized as follows: Section 2 out-
lines the investigated experimental coding scheme
using hierarchical and generalized B pictures and
presents the obtained coding results. Section 3 dis-
cusses a mathematical model for multi-view video
coding and establishes performance bounds based
on optimal transform coding.

2 Coding Scheme

The coding scheme encodes jointly a Matrix of Pic-
tures (MOP) with N image sequences, where each
consists of a group of K temporally successive pic-
tures. Each MOP is encoded with one I frame and
NK − 1 hierarchical and generalized B frames.

2.1 Hierarchical and Generalized B Frames
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Fig. 1. Matrix of pictures (MOP) for N = 4 image se-
quences, each comprising of a group of K = 4 tempo-
rally successive pictures and its encoding.
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Fig. 2. Average luminance PSNR vs. bit-rate for encoding 8 view-sequences of Ballet. The performance is plotted
for a GOV size of N = 1, 2, 4, and 8. The disparity compensation is integer-pel accurate (left) and quarter-pel
accurate (right). The temporal GOP size is K = 8 and motion compensation is quarter-pel accurate.
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Fig. 3. Average luminance PSNR vs. bit-rate for encoding 8 view-sequences of Breakdancers. The performance
is plotted for a GOV size of N = 1, 2, 4, and 8. The disparity compensation is integer-pel accurate (left) and
quarter-pel accurate (right). The temporal GOP size is K = 8 and motion compensation is quarter-pel accurate.

We use the hierarchical and generalized B frames
of H.264 to implement the encoding of a MOP. At
every K-th time instant, we encode N view images
with one I frame and N − 1 hierarchical B frames.
As bi-directional prediction is not always possible,
we use generalized B frames (GB) with bi-predictive
coding as depicted in Fig. 1. The reconstructed N

view images at every K-th time instant are now
used as reference for the hierarchical B frames (HB)
in temporal direction. This encoding permits view
scalability as temporal B frames of the current view
have no reference to neighboring view sequences.

We consider the hierarchical B frames as an ap-
proximation of a dyadic wavelet decomposition in

view as well as in time direction. As we process the
view direction first, followed by the time direction
only, we consider this encoding as an approximation
for a separable decomposition.

2.2 Experimental Results

We use the multi-view sequences Ballet and Break-

dancers each with 8 views and a resolution of
256 × 192. For the encoding, we choose the same
quantizer parameter for all pictures of a MOP.

The first experiment investigates the impact of
accurate disparity compensation. Fig. 2 and Fig. 3

depict the performance of Ballet and Breakdancers,
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Fig. 4. Rate difference to independent encoding of each camera signal vs. disparity inaccuracy of disparity com-
pensation for 8 view-sequences of Ballet (left) and of Breakdancers (right). The performance is plotted for a
GOV size of N = 2, 4, and 8, where N = 1 is the reference. The temporal GOP size is K = 8 and motion
compensation is quarter-pel accurate. The rates are obtained for PSNR = 40 dB.
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Fig. 5. Average luminance PSNR vs. bit-rate for en-
coding 8 view-sequences of Ballet. The performance is
plotted for a GOV size of N = 1 and 8 as well as a
temporal GOP size of K = 2, 4, and 8. Both disparity
and motion compensation are quarter-pel accurate.

respectively, for various sizes of the Group of Views
(GOV) N . The left plot in each figure shows the
performance of integer-pel, the right plot that of
quarter-pel accurate disparity compensation.

To study the rate difference to independent en-
coding of each camera signal, we choose the case
N = 1 as the reference and plot the rate difference
in Fig. 4 at a PSNR of 40 dB. Note that the rate
difference is the actual rate minus the rate for inde-
pendent encoding of each camera signal. Hence, it
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Fig. 6. Rate difference to independent encoding of each
camera signal vs. temporal GOP size K for 8 view-
sequences of Ballet. The performance is plotted for a
GOV size of N = 2, 4, and 8, where N = 1 is the
reference. Both disparity and motion compensation are
quarter-pel accurate. The PSNR is 40 dB.

is negative if the coding efficiency improves over the
reference. We observe that the efficiency improves
when increasing the accuracy from integer-pel (0) to
half-pel (-1) and quarter-pel (-2). The improvement
due to accurate compensation is larger if we perform
disparity compensation among N = 8 views when
compared to compensation among N = 2 only.

The second experiment investigates the impact
of the temporal GOP size K on the overall cod-
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ing performance for Ballet. Fig. 5 shows the rate
distortion performance and Fig. 6 plots the rate
difference at a PSNR of 40 dB. The coding scheme
with a temporal GOP size of K = 8 and GOV size of
N = 8 shows a much smaller improvement over its
reference scheme with K = 8 and N = 1 than the
coding scheme with a temporal GOP size of K = 2
and GOV size of N = 8 over its reference scheme
with K = 2 and N = 1. This effect gets weaker for
smaller GOV size N .

3 Mathematical Model for

Multi-View Video Coding

To study the previous observations more closely, we
outline a signal model that shall capture the effects
of accurate motion and disparity compensation as
well as the dimensions of the MOP on the coding
efficiency. We extend the signal model for K motion-
compensated pictures in [3] to a model for NK

disparity- and motion-compensated pictures. These
pictures are then decorrelated by the Karhunen-
Loeve Transform (KLT) for optimal encoding and
for achieving rate distortion bounds.

3.1 Signal Model

The model assumes that multiple view-sequences
are generated from a model image sequence which is
shifted by a disparity error vector Θ = (Θx,Θy)T

and distorted by additive white Gaussian noise z.
The shift shall model disparity compensation with
limited accuracy and the noise shall capture signal
components that cannot be modeled by a transla-
tory disparity. Further, it is assumed that the model
image sequence {ck, k = 1, 2, . . . ,K} with power
spectral density matrix Φcc(ω) is generated from a
model picture v with power spectral density (PSD)
Φvv(ω), which is shifted by a displacement error
vector ∆1k = (∆x,1k,∆y,1k)T and distorted by ad-
ditive white Gaussian noise nk. Fig. 7 summarizes
the model. Note that all K temporal pictures of the
ν-th view, ν = 1, 2, . . . , N , are shifted by the dis-
parity vector Θ1ν , where the reference view is the
first view.

[3] assumes the principle of additive motion for
the true motion in the sequence, i.e., dκµ + dµν =

dκν , as well as for the estimated motion, i.e., d̂κµ +

d̂µν = d̂κν . Consequently, the principle of addi-
tive motion holds also for the displacement error
∆κµ + ∆µν = ∆κν . In the following, we assume
also additive disparity, and consequently, additive
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Fig. 7. Signal model for N image sequences each com-
prising of a group of K temporally successive pictures.

disparity error Θκµ + Θµν = Θκν . Further, we as-
sume that any temporal picture can be the temporal
reference picture. This implies that the variances of
all displacement errors are identical. Similarly, any
view can be a reference view and the variances of
all disparity errors are identical. Finally, we consider
displacements and disparities as mutually statisti-
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cally independent. Hence, we use mutually statisti-
cally independent displacement and disparity errors
for the model.

We adopt from [3] the PSD matrix of the model
image sequence, normalized to the PSD of the model
picture.

Φcc(ω)

Φvv(ω)
=











1 + α(ω) P (ω) · · · P (ω)
P (ω) 1 + α(ω) · · · P (ω)

...
...

. . .
...

P (ω) P (ω) · · · 1 + α(ω)











(1)

α(ω) is the normalized power spectral density of the
motion noise Φnknk

(ω) with respect to the model
picture v.

α(ω) =
Φnknk

(ω)

Φvv(ω)
for k = 1, 2, . . . ,K (2)

P = P (ω) is the characteristic function of the con-
tinuous 2-D Gaussian displacement error.

P (ω) = E
{

e−jωT
∆µν

}

= e−
1

2
ωT ωσ2

∆ (3)

With the signal model in Fig. 7 and the above
assumptions for the displacement and disparity er-
rors, the PSD matrix of N view-sequences is

Φss(ω)

Φvv(ω)
= Γ (ω) ⊗ Φcc(ω)

Φvv(ω)
+ Iγ(ω), (4)

where ⊗ denotes the Kronecker product, I the NK×
NK identity matrix, and Γ (ω) the characteristic
matrix of the disparity error.

Γ (ω) =











1 G(ω) · · · G(ω)
G(ω) 1 · · · G(ω)

...
...

. . .
...

G(ω) G(ω) · · · 1











(5)

G = G(ω) is the characteristic function of the con-
tinuous 2-D Gaussian disparity error.

G(ω) = E
{

e−jωT
Θµν

}

= e−
1

2
ωT ωσ2

Θ (6)

Finally, γ(ω) is the normalized power spectral den-
sity of the view noise Φzizi

(ω) with respect to the
model picture v.

γ(ω) =
Φzizi

(ω)

Φvv(ω)
for i = 1, 2, . . . , NK (7)

Note that the PSD matrix of N view-sequences
can be written as a Kronecker product between the
characteristic matrix Γ (ω) and the PSD matrix of
the model image sequence as we assume mutual sta-
tistical independence between displacement and dis-
parity errors.

3.2 Transform Coding Gain

Now, we determine the performance bound by op-
timal transform coding with the KLT. For that, we
determine the eigenvalues of the PSD matrix Φss(ω)
in (4). Note that the eigenvalues of a matrix re-
sulting from a Kronecker product are simply the
Kronecker product of the eigenvalues of the individ-
ual factors. The eigenvalues of Φcc(ω) are λ1(ω) =
1+α(ω)+(K−1)P (ω) and λ2(ω) = 1+α(ω)−P (ω).
The eigenvalues of Γ (ω) are λ3(ω) = 1+(N−1)G(ω)
and λ4(ω) = 1−G(ω). Hence, the eigenvalues Λ∗

i (ω)
of Φss(ω) are:

Λ∗

i (ω)

Φvv(ω)
=















λ1(ω)λ3(ω) + γ(ω) : 1×
λ1(ω)λ4(ω) + γ(ω) : (N − 1)×
λ2(ω)λ3(ω) + γ(ω) : (K − 1)×
λ2(ω)λ4(ω) + γ(ω) : (N − 1)(K − 1)×

(8)
The reference coding scheme encodes the sequences
independently and does not exploit the correlation
across the N views. Hence, it encodes eigenvalues
Λi(ω) as follows:

Λi(ω)

Φvv(ω)
=

{

λ1(ω) + γ(ω) : N×
λ2(ω) + γ(ω) : N(K − 1)× (9)

Note that for both schemes the eigenvalues sum to
NK[1 + α(ω) + γ(ω)]Φvv(ω).

We assess the performance of the multi-view cod-
ing scheme by using the average rate difference to
independent encoding of N view-sequences.

∆R =
1

NK

NK
∑

i=1

1

4π2

π
∫

−π

π
∫

−π

1

2
log

2

Λ∗

i (ω)

Λi(ω)
dω (10)

It represents the maximum bit rate reduction (in
bit/sample/camera) possible by optimum encoding
of the eigensignals in the case of joint coding, com-
pared to optimum encoding of the eigensignals for
independent coding, for Gaussian wide-sense sta-
tionary signals for the same mean square recon-
struction error [3].

In the following, we plot the average rate differ-
ence for GOV size N to independent coding of N

view-sequences as a function of the temporal GOP
size K as well as of the disparity inaccuracy ϑ =
log

2
(
√

12σΘ). For both graphs, the residual motion
noise level motion-RNL = 10 log

10
(σ2

n) is -30 dB,
which is common for practical video sequences. The
residual view noise level view-RNL = 10 log

10
(σ2

z)
is -10 dB reflecting a large disparity model error to
capture new scene content. Note that σ2

v = 1. The
motion inaccuracy β = log

2
(
√

12σ∆) is a function of
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Fig. 8. Rate difference to independent encoding of each
camera signal vs. disparity inaccuracy ϑ of disparity
compensation for GOV sizes of N . The displacement
inaccuracy β of motion compensation among K = 8 pic-
tures is -2 (quarter-pel accuracy) and the motion-RNL
is -30 dB. The view-RNL is -10 dB.

the variance of the displacement error components
σ2

∆
. The value β = 0 represents integer-pel accu-

racy, β = −1 half-pel accuracy, β = −2 quarter-pel
accuracy, etc. For the graphs, β is chosen to be -2.

Fig. 8 depicts the average rate difference to in-
dependent encoding of each camera signal over the
disparity inaccuracy ϑ of disparity compensation for
a temporal GOP size of K = 8. The disparity inac-
curacy ϑ = log

2
(
√

12σΘ) is a function of the vari-
ance of the disparity error components σ2

Θ
to im-

prove the readability of the graph. The value ϑ = 0
represents integer-pel accuracy, ϑ = −1 half-pel ac-
curacy, ϑ = −2 quarter-pel accuracy, etc. We ob-
serve that for each GOV size N the rate efficiency
over independent encoding improves for more accu-
rate disparity compensation. This improvement is
larger if we perform disparity compensation among
N = 8 views when compared to compensation
among N = 2 only. The experimental results in
Fig. 4 match these observations.

Fig. 9 depicts the rate difference in bit per sam-
ple per camera to independent encoding of each
camera signal vs. temporal GOP size K for vari-
ous GOV sizes N . The displacement inaccuracy β

of motion compensation among K pictures as well
as the disparity inaccuracy ϑ of disparity compen-
sation among N views is -2 (quarter-pel accuracy).
We observe that the coding scheme with a temporal
GOP size of K = 8 and GOV size of N = 8 shows a
much smaller improvement over its reference scheme
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Fig. 9. Rate difference to independent encoding of each
camera signal vs. temporal GOP size K for groups of N

views. The displacement inaccuracy β of motion com-
pensation among K pictures as well as the disparity
inaccuracy ϑ of disparity compensation among N views
is -2 (quarter-pel accuracy). The motion-RNL is -30 dB,
the view-RNL is -10 dB.

with K = 8 and N = 1 than the coding scheme
with a temporal GOP size of K = 2 and GOV size
of N = 8 over its reference scheme with K = 2 and
N = 1. This effect gets weaker for smaller GOV size
N . The experimental results in Fig. 6 match these
observations.

4 Conclusions

We study the problem of coding jointly N multi-
view video sequences experimentally and theoreti-
cally. For groups of N views, we discuss the impact
of both disparity inaccuracy and temporal GOP size
K on the overall rate distortion performance. In
particular, we observe that increasing the temporal
GOP size K reduces the coding gain over indepen-
dent sequence encoding.

References

1. Tanimoto, M.: Free viewpoint television - FTV. In:
Proceedings of the Picture Coding Symposium, San
Francisco, CA (2004)

2. Vetro, A., Matusik, W., Pfister, H., Xin, J.: Cod-
ing approaches for end-to-end 3D TV systems. In:
Proceedings of the Picture Coding Symposium, San
Francisco, CA (2004)

3. Flierl, M., Girod, B.: Video coding with motion-
compensated lifted wavelet transforms. Signal Pro-
cessing: Image Communication 19 (2004) 561–575


