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ABSTRACT

The Laplacian pyramid (LP) provides a frame expansion. Thus,

there exist infinitely many synthesis operators which achieve per-

fect reconstruction in the absence of quantization. However, if the

subbands are quantized in the open-loop mode then the dual frame

synthesis operator, which is the pseudo-inverse of the analysis op-

erator, minimizes the mean squared error (MSE) in the reconstruc-

tion. Note that this requires modification of the conventional simple

synthesis scheme. For the open-loop mode, we propose novel quan-

tization noise processing at the encoder that allows us to achieve

the same performance as dual frame reconstruction and yet retain

the simple synthesis scheme at the decoder. This has the advantage

that the decoder can be simple in structure as well as be agnostic

of whether the encoder was open-loop or closed-loop and achieves

minimum MSE reconstruction for both cases. Experimental results

show a gain of around 1 dB with the dual frame reconstruction com-

pared to the simple synthesis operator. Furthermore, experiments

confirm that this gain can also be obtained by retaining the simple

synthesis operator and performing the proposed quantization noise

processing at the encoder.

Index Terms— Laplacian pyramid, dual frame, framed pyra-

mid.

1. INTRODUCTION AND MOTIVATION

In 1983, Burt and Adelson [1] proposed the Laplacian pyramid (LP)

as a multiresolution image representation. In the first stage of the

decomposition, the original image is transformed into a coarse sig-

nal and a detail signal. The coarse signal has fewer samples than the

original image but the detail signal has the same number of samples

as the original image. The coarse signal is a filtered and downsam-

pled version of the original image. It is then upsampled and filtered

to predict the original image. The prediction residual constitutes the

detail signal. The coarse signal can be decomposed further and this

process can be repeated a few times iteratively. This yields a pyra-

mid consisting of the coarsest version thus obtained and the detail

signals at various scales. Thus, the LP is an overcomplete repre-

sentation. For the purpose of image compression, discrete wavelet

transforms and other critically sampled filterbanks are usually pre-

ferred since they lead to more efficient rate-distortion performance.

However, the LP has certain advantages. The overcomplete repre-

sentation provides freedom in the design of filters, allows the LP to

support multiple reconstruction methods, and reduces the aliasing in

the highpass subbands. Aside from compression, the LP has been

used in several coarse-to-fine algorithms in image processing, for

example [2]. Some scalable video coding schemes have also used

modified LP representations for each successive frame of the video

as a starting point for interframe coding, for example [3]. However,

most applications in the literature employ the simple synthesis op-

erator to reconstruct the image from the LP. In 2003, based on their

observation that this longstanding multiresolution pyramid is in fact

a frame expansion, Do and Vetterli [4] pointed out that this simple

synthesis operator is not optimal in terms of minimizing the distor-

tion propagation from the subbands of the LP to the reconstructed

image in the open-loop mode. In [4], they also propose a practical

structure which implements the dual frame reconstruction that is op-

timal. Furthermore, they expound conditions on the filters such that

the proposed practical structure is in fact the pseudo-inverse, a.k.a.

the dual frame, of the LP analysis frame. In this paper, we propose

novel quantization noise processing at the encoder which allows us

to use a simple synthesis operator and yet obtain similar gains as

offered by the dual frame reconstruction.

2. DUAL FRAME RECONSTRUCTION

A single level of decomposition along with the conventional simple

synthesis operator implementation is shown in Fig. 1. In order to

simplify the mathematical representation and without loss of gener-

ality, we consider 1-D signals and combine the filtering operation

denoted by FH and the downsampling by 2 into one matrix opera-

tor H . Similarly, we combine the upsampling by 2 and the filtering

operation denoted by FG into one matrix operator G. If FH and FG

are associated with filter kernels h[•] and g[•] respectively, then the

matrices H and G have the following structure:
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Fig. 1. Single level decomposition yields coarse signal c and dif-

ference signal d. These are then quantized, which is represented by

addition of quantization noise ηc and ηd. Also shown is the conven-

tional reconstruction.

Now let the input image be represented by a vector x. Then the

analysis operation is given by:

y =

[

c
d

]

=

[

H
I − GH

]

x = Ax

Since the analysis operator can be represented by left multipli-

cation with a tall matrix A, there are infinitely many synthesis opera-

tors, which are left-inverses of A and achieve perfect reconstruction

in the absence of quantization. The synthesis frame which is the

dual frame, given by Sopt = A† = (AT A)−1AT , achieves the min-

imum distortion propagation from the subbands of the LP to the re-

constructed image. Do and Vetterli [4] show that if the filters satisfy

certain conditions then the synthesis structure shown in Fig. 2 (b) im-

plements the pseudo-inverse. The conventional synthesis is shown in

Fig. 2 (a) for comparison. The conditions on the filters are repeated

here for clarity:

• The structure implements a left-inverse if and only if H and

G are biorthogonal with respect to the sampling factor, i.e.,

HG = I .

• Furthermore, the structure implements a pseudo-inverse if and

only if GH is an orthogonal projector, i.e., in addition to

HG = I as above, HT GT = GH also holds.

As a special case, if the filters are orthogonal with respect to the

sampling factor then H = GT and GT G = I and the structure in

Fig. 2 (b) implements the dual frame since both the conditions above

are met. It was shown in [4] that even in the case of biorthogonal

filters, for example the 9-7 biorthogonal filters, which satisfy the

first condition and are only approximately orthogonal, the structure

in Fig. 2 (b) yields a gain of about 1 dB over the simple synthesis

scheme.

3. QUANTIZATION NOISE PROCESSING AT ENCODER

3.1. Single Decomposition Level

Compared to the simple synthesis scheme, the implementation for

the dual frame has one additional branch. Notice that if HG = I ,

then Hd = H(x − GHx) = 0. This means that the additional

branch in Fig. 2 (b) is subtracting Hηd from ĉ, the received coarse

signal. To imitate this behavior at the encoder, we propose to subtract

Hηd from the coarse signal prior to its quantization at the encoder;

this way we can retain the simple synthesis scheme and still achieve
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Fig. 2. (a) Conventional reconstruction with simple synthesis oper-

ator; it is suboptimal. (b) Pseudo-inverse reconstruction with modi-

fied synthesis operator; it is optimal.
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Fig. 3. (a) Proposed quantization noise processing at encoder.

(b) Simplification due to Hd = 0. The simple synthesis scheme

shown in Fig. 2 (a) can be used after this.

dual frame reconstruction. This is shown in Fig. 3 (a). Note that

since Hd = 0, this simplifies to the structure in Fig. 3 (b).

The are two differences between the proposed method and the

dual frame reconstruction proposed in [4]. The first difference is that

if the same quantizer is used on the coarse signal as in Fig. 1, then the

quantization noise added is slightly different; this is denoted by ηc′

instead of ηc. But this does not affect performance in any noticeable

way, as demonstrated in Section 5. The second difference is that if

the detail signal is modified after the quantization noise processing,

i.e., the decoder receives a copy which has some noise in addition

to ηd, then the simple synthesis scheme cannot guarantee the same

gains as the dual frame reconstruction proposed in [4].

Notice that Hd = 0 implies that the detail signal is orthogonal

to every row of H . Since the rows of H are linearly independent,

they span a subspace with dimensionality equal to the number of

rows of H . This means that the detail signal d is restricted to a lower

dimensional subspace. This has been recently exploited to compress

d further, for example in [5]. Note that the approach in [5] aims to

produce a critical representation of the LP and is different from the

dual frame reconstruction approach.

3.2. Multiple Decomposition Levels

The generic block diagram of a conventional LP encoder with N >
1 decomposition levels is shown in Fig. 4. The extension of this

conventional encoder with N > 1 levels to include the proposed

quantization noise processing is not unique. A straightforward ex-

tension is shown in Fig. 5 (a). Another possible extension is shown

in Fig. 5 (b), which attempts to keep the coarse signal cleaner since

the successive levels of decomposition do not decompose the quan-

tization noise fed back in the levels below. The input signal for the

first level is x1′ = x1 = x. Also for the scheme in Fig. 5 (b),

d1 = d1′′. Notice that in Fig. 5 (b), we subtract Hηdi
′′ from the

next subband since Hdi′′ might not be zero.
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Fig. 5. Extension of encoder-side quantization noise processing to multiple levels. (a) Straightforward extension. (b) Possible extension

which attempts to keep the coarse signal cleaner during the decomposition process compared to (a).
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Fig. 4. Generic block diagram of conventional LP encoder consisting

of N > 1 decomposition levels. This yields N detail subbands and

1 coarse subband; for example, N = 2 yields subbands d̂1, d̂2 and

ĉ2. The original signal x is denoted by x1 here.

4. RATE ALLOCATION

The rate allocation algorithm ensures a good rate-distortion perfor-

mance by spending the available bit-budget judiciously for coding

the different subbands. If there are N subbands and we spend Rb

bits per coefficient for coding the bth subband then the distortion in

the reconstructed image can be modeled as

D(R) =
N
∑

b=1

αbGbDb(Rb), R =
N
∑

b=1

αbRb,

where R is the resulting bit per pixel for coding the image, αb is

the fraction of all coefficients in the bth subband, Gb is the synthesis

gain for the bth subband and Db(·) is the empirical distortion-rate

function for coding the bth subband individually. There is a closed-

form solution at high rates, as given in [6], to assign Rb bits for

coding the bth subband given by

Rb = R +
1

2
log2

(

Gbε
2
bσ

2
b

∏N

n=1
(Gnε2

nσ2
n)αn

)

where σ2
b is the variance in the bth subband and ε2

n is 1 or 0.87 if the

subband distribution is Gaussian or Laplacian, respectively. At high

rates, once the rate Rb is known, a uniform scalar quantizer can be

chosen with step-size

∆b =
√

12ε2
bσ

2
b × 2−Rb .

In the low-rate regime, we use the above formulas to get an ini-

tial estimate of the optimal subband rates. A local search of subband

rates is then performed to yield better rate-distortion trade-off.

5. EXPERIMENTAL RESULTS

We used the luminance component of the images, Lena, Einstein,

Barbara and Cameraman with 512x512 pixels each for our exper-

iments. Fig. 6 shows the rate-distortion performance for the Lena

image with one and four levels of decomposition. Fig. 7 shows the

results for the Einstein image. The 9-7 filters have been used for

the decomposition in the LP. The schemes depicted in Fig. 5(a) and

(b) are denoted as noise processing A and B respectively in the rate-

distortion plots and their performance is very similar. Notice that for

a single level of decomposition, the two methods are identical.

The subbands obtained are quantized to yield ˆcN+1′, d̂i′ with

i = 1 . . . N for scheme A and ˆcN+1′′, d̂i′′ with i = 1 . . . N for

scheme B. These quantized subbands are then run-length coded in

raster scan using individual Huffman tables which are conveyed in

the bit-stream. The Huffman tables are computed from the empirical

statistics of the respective quantized subband. The rate allocation

described in Section 4 yields an initial set of quantizers for the sub-

bands. If the quantizer step-size is greater than the dynamic range

for any subband then the quantizer step-size is set equal to or less

than the dynamic range. For the quantizer set, the Huffman tables

are computed as well as the total rate. If the total rate exceeds the

target rate then the quantizer set is made coarser by multiplying all

step-sizes with a factor of 1.1. Similarly, if the total rate is below the
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Fig. 6. Rate-distortion performance for the Lena image. One level of LP decomposition (left) and four levels of LP decomposition (right).
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Fig. 7. Rate-distortion performance for the Einstein image. One level of LP decomposition (left) and four levels of LP decomposition (right).

rate constraint then the quantizer set is made finer by multiplying all

step-sizes with a factor of 0.95. If the total rate is within 5% of the

target rate, then the local search is terminated. This local search is

less computationally expensive than an exhaustive search that also

varies the ratios of the step-sizes.

It can be seen that the dual frame reconstruction offers a gain

of about 1 dB over the simple synthesis scheme. This gain can also

be achieved using quantization noise processing at the encoder and

retaining the simple synthesis at the decoder. Fewer decomposition

levels have the disadvantage of coding more lowpass coefficients but

the advantage that the LP representation is less overcomplete. It can

be seen that at high rates it pays to have fewer decomposition levels

and at low rates it pays to have more decomposition levels. Simi-

lar rate-distortion performance was observed for the other images as

well. The total complexity of the encoder and the decoder combined

is the same as in the dual frame reconstruction approach. The pro-

posed schemes shift roughly half of the complexity from the decoder

side to the encoder side.

6. CONCLUSIONS

For the Laplacian pyramid, we consider the case when the dual frame

reconstruction is possible using the decoder structure as proposed

in [4]. For encoding in the open-loop mode, we propose novel quan-

tization noise processing at the encoder that allows us to achieve

the same performance as dual frame reconstruction and yet retain

the simple synthesis scheme at the decoder. We assume that the de-

tail subband does not undergo further distortion after being used for

the noise processing at the encoder. The proposed method simpli-

fies the decoder. Furthermore, the decoder is identical for open-loop

and closed-loop encoding and achieves minimum MSE reconstruc-

tion for both cases. As argued in [4], the simple synthesis scheme

generally gives the minimum MSE for the closed-loop encoder.
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