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1 Introduction

At present, B frames in TML-8 [1] allow multiple reference frames for forward motion vector data only. The backward motion vectors always refer to one temporally subsequent P frame. In this document, the generic approach to predict from an arbitrary reference frame is applied to backward prediction in B frames in order to improve coding efficiency. Prediction from multiple subsequent pictures also improves error resilience in streaming systems as shown and proposed in [2].
B frames in TML-8 explicitly distinguish between forward and backward prediction types. And the bi-directional prediction type only allows a linear combination of a forward/backward prediction signal pair. When having multiple temporally previous and subsequent reference frames, the reference frame parameter will implicitly provide the distinction between forward and backward prediction and will additionally enable multihypothesis prediction.
This document investigates the coding efficiency of B frames that additionally allow prediction from multiple temporally subsequent pictures. The bi-directional mode is replaced by a multihypothesis mode that allows not only a linear combination of forward and backward prediction signals but also combinations of two forward or two backward prediction signals.
The document is organized as follows: Section 2 discusses prediction from multiple temporally subsequent pictures. Section 3 outlines the differences between the bi-directional macroblock mode in TML-8 and the utilized multihypothesis mode. Section 4 is dedicated to encoder issues and Section 5 captures the simulation conditions for the experimental results in Appendix A.
2 Prediction from Multiple Temporally Subsequent Pictures
Assume a picture type sequence as follows:

	P1
	B2
	P3
	B4
	P5
	B6
	P7
	B8
	P9


In TML-8, a forward prediction of B4 might use reference frames P1 and P3, whereas a backward prediction might only stem from P5. Prediction from multiple temporally subsequent pictures will allow backward prediction of B4 by using reference frames P5, P7, and P9.
The particular temporally subsequent picture will be indicated by an additional backward reference frame syntax element:
	Code number
	Backward reference frame

	0
	The next temporally subsequent frame (1 frame forward)

	1
	2 frames forward

	2
	3 frames forward

	…
	…


As long as the macroblock types for B pictures explicitly distinguish between forward and backward prediction, a backward reference frame syntax element is sufficient. For forward prediction, the forward reference frame syntax element in TML-8 remains unchanged.


3 Bi-Directional vs. Multihypothesis Mode
In the following section, we will outline the differences between the bi-directional macroblock mode in TML-8 and the utilized multihypothesis mode.

3.1 Bi-Directional Mode
The bi-directional prediction type in TML-8 only allows a linear combination of a forward/ backward prediction signal pair. Forward prediction may utilize multiple reference frames whereas backward prediction is limited to the next temporally subsequent reference frame.

The current implementation of the encoder estimates independently forward and backward prediction signals. There is room for improvement as a joint estimation of forward and backward prediction signals increases prediction efficiency as investigated in [3].
3.2 Multihypothesis Mode
For this mode, we drop the restriction of the bi-directional mode to allow only linear combinations of forward and backward pairs. The additional combinations (forward, forward) and (backward, backward) are obtained by extending the unidirectional picture reference syntax element to an bi-directional picture reference syntax element:

	Code number
	Reference frame

	0
	The temporally last decoded frame (1 frame back)

	1
	The temporally subsequent decoded frame (1 frame forward)

	2
	2 frames back

	3
	2 frames forward

	4
	3 frames back

	5
	3 frames forward

	...
	...


Utilizing this bi-directional picture reference element, a generic prediction signal, which we will call macrohypothesis, can be formed by signaling the syntax fields Ref_frame, Blk_size, and MVD.
The investigated multihypothesis mode just signals two macrohypothesis to form the prediction signal. The structure of the multihypothesis mode is depicted in Figure 1.
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Figure 1: Structure of the multihypothesis mode. Two macrohypotheses are signaled.

The multihypothesis mode includes the bi-directional prediction mode when the first macrohypothesis origins from a temporally prior reference frame and the second from the temporally subsequent reference frame. The multihypothesis mode has the advantage that efficient reference frame pairs can be signaled to the decoder. It is demonstrated in the experiments that efficient reference frame pairs improve the coding efficiency of B frames.







	
	

	
	

	
	

	
	




4 Encoder
The encoder operates in a rate-distortion efficient setting with rate-constrained motion estimation and mode decision. The estimation of efficient macrohypothesis pairs is accomplished by a low complexity interative algorithm that utilizes estimation tools already used in the TML software.
[image: image3.wmf]
Figure 2: Average number of iterations vs. quantization parameter.
The iterative algorithm performs conditional rate-constrained motion estimation and is initialized with the most efficient single macrohypothesis. The algorithm continues with:

1. One macrohypothesis is fixed and both reference frame and block size estimation with motion search is applied to the complementary macrohypothesis such that the multihypothesis costs are minimized.

2. The complementary macrohypothesis is fixed and the first macrohypothesis is optimized.

The two steps are repeated until convergence.
Figure 2 shows the average number of iterations for multihypothesis motion estimation over the quantization parameter for the CIF sequence Mobile with 30 fps. It takes about 2 iterations to achieve an error smaller than 0.5% relative to the error in the previous iteration. The algorithm converges faster for higher quantization parameter values.



	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


5 Simulations
The implementation of the prediction from multiple subsequent pictures and the multihypothesis mode is based on the software TML 8.0. This software is also used to generate the anchor data. We insert two B frames between successive P frames. The P frames do not utilize the multihypothesis mode as discussed in [4,5]. Moreover, they are identical to the anchor P frames. Thus, we provide in the experimental results the rate-distortion performance of the B frames only. The simulations are performed with all specified block sizes and 5 temporally prior reference frames. For motion estimation, the search range is 16 and the accuracy quarter pel. UMV are enabled. The encoder uses the high-complexity mode for motion estimation and mode decision. So far, UVLC codes are utilized. The sequences are encoded with constant quantizer (12, 14, 16, 20). 

For each test sequence specified in the recommended simulation conditions for H.26L [6] one rate-distortion plot is given in Appendix A. Results for the sequence Flower Garden are also provided. The rate-distortion plots show luminance PSNR vs. kbits/frame for the B frames, and depict the following curves:
· TML 8, B frames, 1 subseq. picture, bi-dir: Anchor with TML 8.0 software and coded picture sequence IBBP. Only one temporally subsequent frame is used and no backward reference frame element is coded. The bi-directional prediction mode is enabled.
· TML 8, B frames, 3 subseq. pictures, MH: Investigated extension with 3 temporally subsequent reference pictures. The coded picture sequence is also IBBP. The bi-directional prediction mode is replaced by the multihypothesis mode.
Bit-rate savings up to 14% over the TML-8 anchor are observed for the sequence Container, up to 13% for the sequence Mobile, up to 9 % for the sequence Flower Garden, and up to 8% for the sequence Foreman. (News 7%, Paris and Tempete 6%, Silent Voice 5%) Overall, the compression efficiency improves for increasing bit-rate. 
· 
· 
· 
· 
6 Conclusions
This document investigates the coding efficiency of B frames that additionally allow prediction from multiple temporally subsequent pictures. In addition, the bi-directional mode is replaced by a multihypothesis mode that allows not only a linear combination of forward and backward prediction signals but also combinations of two forward or two backward prediction signals. For that, a bi-directional picture reference syntax element is required. Multiple subsequent reference frames allow also efficient macrohypothesis pairs. The experimental results in this document show up to 14% bit-rate savings with 3 temporally subsequent reference frames and MH mode.
7 Patent Statement

We believe that Netergy Microsystems holds granted patents and pending applications, whose use would be required to implement this multiple reference picture technique.
Netergy Microsystems has indicated that they are prepared to grant a license to an unrestricted number of applicants on a worldwide, non-discriminatory basis and on reasonable terms and conditions to manufacture, use and/ or sell implementations of the above proposal.
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Appendix A: Experimental Results
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Figure A1: Sequence Container, QCIF, 30fps. IBBP...
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Figure A2: Sequence News, QCIF, 30fps. IBBP…
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Figure A3: Sequence Foreman, QCIF, 30fps. IBBP…
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Figure A4: Sequence Paris, CIF, 30fps. IBBP…
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Figure A5: Sequence Silent Voice, QCIF, 30fps. IBBP...
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Figure A6: Sequence Mobile, CIF, 30fps. IBBP…
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Figure A7: Sequence Tempete, CIF, 30fps. IBBP…
[image: image11.wmf]
Figure A8: Sequence Flower Garden, CIF, 30fps. IBBP…

Appendix B - Resource Consumption Metrics

Algorithm Name: Multihypothesis Prediction

Algorithm Description: 

Multihypothesis prediction is an extension of bi-directional prediction. It includes not only the linear combination of forward and backward prediction signals, but also the combination of forward/forward and backward/backward prediction signals. To increase compression efficiency, multiple temporally subsequent and prior reference pictures are used.
Source: University of Erlangen-Nuernberg, Stanford University
Contact: Markus Flierl (mflierl@stanford.edu)
9 Encoding metrics

Computational complexity: 
The complexity of multi reference prediction is increased by the number of additional temporally subsequent pictures.
The multihypothesis mode utilizes an iterative algorithm that uses TML routines to estimate reference parameters, block sizes and motion vectors. Experiments show that approximately two iterations are required. That is, the complexity for the multihypothesis mode is about 4 times larger than multiple reference motion estimation in TML. The use of efficient estimation algorithms will further reduce the complexity.
RAM memory required:

Memory is required to store the additional temporally subsequent pictures.
ROM (table) memory required: not required

Algorithmic delay:
Additional delay is required for multiple temporally subsequent reference pictures.
Program space: 

Requires additional lines to implement the iterative algorithm with mode decision as well as the additional picture reference syntax element.
10 Decoding metrics
Computational complexity: 
Decoding of an extra picture reference syntax element is required. The linear combination of two prediction signals is already available in the bi-directional mode.
RAM memory required: 
Memory is required to store the additional temporally subsequent pictures.
ROM (table) memory required: not required
Algorithmic delay: 
Additional delay is required for multiple temporally subsequent reference pictures.
Program space: 
Requires lines to decode the additional picture reference syntax element.
11 Efficiency metrics

Signal/noise ratio:

See Appendix A.
Compression efficiency: 
See Appendix A.

Robustness to errors:

Prediction from temporally subsequent reference frames improves error resilience in streaming systems. (see [2]) The robustness of the multihypothesis mode is assumed to be similar to the bi-directional mode.
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